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Introduction

Strukturni databaze organickych a organometalickych
struktur ,,Cambridge Structural Database (CSD)*
distribuovana stfediskem “Cambridge Crystallographic
Data Centre (CCDC)” obsahuje v sou¢asné dobé okolo ptil
milionu  publikovanych  struktur  organickych a
organometalickych latek zjisténych experimentalné
metodami difrakce rtg zareni nebo difrakce neutront.
CCDC software umoznuje vyhledavani struktur, vypocet
strukturnich parametrii a statistickou analyzu strukturnich
rozdila.

Obsah databaze

CSD ve verzi “listopad 2008 obsahuje 457 000
organickych a organometalickych sloucenin. Presngjsi
definice sloucenin obsazenych v databazi:

Slouceniny obsahujici alespon jeden uhlikovy atom, a
nepatii do nasledujicich kategorii :

Polypeptidy a polysacharidy s vice nez 24
monomery. Tyto struktury jsou shromazdovany v
“Proteinové strukturni databdzi” na WWW adresach nebo
http://www.ebi.ac.uk/pdbe-site/PDBeSite/

Oligonukleotidy, které jsou shromazdované v
“Databazi nukleovych kyselin”
http://ndbserver.rutgers.edu/

Anorganické struktury, které jsou shromazd’'ované v
“Databazi  anorganickych  krystalovych  struktur”
http://www.fiz-karlsruhe.de/icsd contents.html

Kovy a slitiny, které jsou shromazd’ované v “Databazi
CRYSTMET®” na adrese http://www.tothcanada.com/da-
tabases.htm

Software pro praci s daty uloZenymi v databazi
CSDh

CONQUEST - umoziuje vyhledavat struktury nejen
podle chemického slozeni, sumarniho vzorce ale vyrazt
pouzitych v textu, ale téZ podle uspofadani atomu C¢i
molekul v prostoru.

PREQUEST —umoziuje uzivateli pfidat do CSD databaze
svoje vlastni (dosud nepublikované) struktury a provadét
statistické analyzy s kompletni databazi.

MERCURY - Velmi prakticky a snadno ovladatelny pro-
gram pro zobrazovani a grafickou analyzu stavby krystalu
a pro analyzu molekularni struktury

VISTA — Program pro statistickou analyzu dat ziskanych z
CSD. Specializovany tabulkovy procesor s moznosti
vhodné tUpravy a analyzy ziskanych dat, tisk graft,
histogramd, atd. Data l1ze také exportovat do XLS formatu
apracovat v jinych tabulkovych a grafickych programech.

Nadstavbové programy vyuZzivajici znalosti
ziskanych predchozi analyzou databazi

MOGUL -~ Program, ktery zobrazi statistiku
pozadovanych vazebnych délek, tthli nebo torznich thla
pro zadany strukturni fragment pro vSechny struktury ve
kterych byl tento fragment nalezeny. Struktury
odpovidajici jednotlivym bodim jedinym kliknutim
zobrazite a tak muzete snadno odfiltrovat nevhodné
ptipady.

ISOSTAR — A collection of statistical analyses of
intermolecular interactions containing 25022 scatterplots
and 1550 theoretical studies derived from X-ray and NMR
determined  structures of 257162 organic and
organometalic compounds and 7021 protein-ligand com-
plexes. It describes combinations of 350 central function
groups and 45 contact groups. User can view three dimen-
sional distribution of frequency occurrence of
intermolecular contacts (so called density surfaces). User
has a possibility to add his own structures and prepare his
own statistical analysis locally.

SUPERSTAR - program pro identifikaci interakénich
mist in proteinech. Trojrozmérné mapy propensity
zvyraziuji vhodnd mista pro interakce vybraného proteinu
s ligandy (vazebna mista proteinil).

RELIBASE — Program usnadnujici analyzu struktury
proteind. Obsahuje databazi mezimolekularnich interakci
vytvofenou z dat obsazenych v “Proteinové strukturni
databazi” obsahujici v soucasné dob&é ~ 50 000
makromolekuldrnich structur urcenych difrakci rtg zareni
uréenych zpravidla pomoci rtg difrakce. RELIBASE
obsahuje ptehledy vazebnych mist pro ligandy (substraty,
inhibitory), které byly v komplexu experimentalné
nalezeny rtg difrakci a NMR, nebo které byly do
experimentalné urcené struktury proteinu namodelovany.

HERMES - Program pro grafické znazornéni a analyzu
interakei mezi proteiny a ligandy (program Merkury pro
proteiny nelze pouzit). Upraven zejména pro praci se
systémy SuperStar, Relibase, GOLD, Mogul a IsoStar.
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GOLD (Genetic Optimization for flexible Ligand Dock-
ing) - program nalezeni optimalniho umisténi ligandu v
molekule proteinu  na zakladé pseudopotenciall
nastavenych tak, aby vypocitané modely souhlasily co
nejlépe s experimentalné stanovenymi strukturami v CSD.
Formalné jsou pouzity atomové a vazebné typl znamé
z programu SYBYL, ale empirické potencialy (force
fields) a geometrickd omezeni (constraints), jsou odli$na.
Program je tedy optimalizovan tak, aby daval stfedni
geometrii  obdobnych  fragmentd  pozorovanych
v Cambridgeské [1] a Proteinové strukturni databazi [2].
Program vyzaduje kontrolu strukturnich typd a peclivé
doplnéni vodikovych atomt, ale pocatecni poloha,
orientace ligandd ani konformace boc¢nich fetézcl nejsou
podstatné. Program pouziva “geneticky algoritmus” pro
hledani optimalni cesty pro ‘“zagarazovani” ligandu v
proteinu. Pracuje i s tézkymi atomy. Statistické
vyhodnoceni vysledki garazovani ligandu pro 83
komplexi protein-ligand dalo odhad chyby (RMSD) ~2.0
A pro 81 procent ptipadi.

GoldMine — Program pro usnadnéni zpracovani vysledkt
ziskanych programem GOLD pii hledani optimalniho
zaparkovani (docking) skupiny ligandi v proteinu a pro
vyhodnocovani optimalniho ligandu pro rtzné vahy
jednotlivych pseudopotencidli vystupujicich v ucelové
fukci (evaluation of ligands docking into proteins using
different scoring functions).

DASH - Software pro feseni krystalovych struktur z
praskovych dat, tj. na zakladé meéfeni praskovych
difraktogrami. Program vyuziva metodu “simulated an-
nealing” k hledani globalniho minima ucelové funkce.

C2

Cambridgeska strukturni databaze je provozovana
obvykle jako lokalni instalace pod systémem MS Windows
licencovana pro jednu IP adresu (objednavky na adrese:
hasek@imec.cas.cz). Internetovy pfistup je mozny pouze po
registraci ve Fyzikdlnim ustavu AV CR (kontakt:
dusek@fzu.cz).

Licence na pouzivani Cambridgeské strukturni
databaze je placena jednou roéné. Novy software a data
jsou dodavany v jarnich mésicich na DVD a nové
pribyvajici data je mozné dopliiovat stahovanim doplikt
ze serveru http://www.ccdc.cam.ac.uk. Licence pro ¢eské
uzivatele se vztahuji pouze na nekomeréni uzivatele [3].

Nadstavbové programy GOLD, DASH, RELIBASE+a
SUPERSTAR jsou distribuovany pfimo administrativnim
centrem v Cambridge http://www.ccdc.cam.ac.uk/con-
tact/obtaining_products/ pouze jako lokalni licence. Od
vSech produktd je mozné vyzadat si “ free evaluation
copy”.

Priklady aplikaci Cambridgeské strukturni databaze v
riznych védnich oborech lze nalézt napfiklad v nize
uvedené literatuie [1, 2, 3, 4].
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WORKSHOP ON JANA2006

Michal DusSek and Vaclav Petricek
Institute of Physics of the ASCR, v.v.i., Na Slovance 2, 18221 Praha, Czech Republic

Jana2006 [1] is the last generation of the computing system
Jana. Its development has started in early eighties when
Vaclav Petficek developed several programs for analysis
of three-dimensional structures from single-crystal X-ray
diffraction data known as the SDS system. Later on, during
the stay in Buffalo, USA, he wrote program Jana special-
ized to refinement and Fourier calculations for modulated
structures. Both systems were developing separately until
1998 when they have been merged into a universal system
Jana98. Another important milestone was adding a support
for powder refinement in 2001 and possibility of an arbi-
trary combination of data sources in 2006. The latest devel-
opment aims to magnetic structures, electron diffraction
and, at the same time, to user friendliness. Jana system has
currently about 1300 registered users around the world and
it is almost exclusive tool for solution of modulated and
composite structures.

The scope of Jana2006 is broad, from semi-automated
service crystallography to difficult modulated structures.
The user tools are universal; using Jana2006 for standard
structures is therefore an advantage for anybody going to
switch to modulated or difficult structures. In the field of
basic crystallography the program offers usual tasks like
automatic determination of space group, searching for
higher symmetry, calling of SIR or Superflip [2] for struc-
ture solution, evaluation of Fourier maps, adding of hydro-
gen atoms etc. Advanced tools can be used for
transformations, calculation of generally oriented Fourier
sections, definition of twinning or rigid bodies, multiphase
refinement, multipole refinement, introduction of local
symmetry etc. We should point our elaborated transforma-
tion tools enabling seamless group-subgroup transforma-
tions necessary for investigation of merohedric twinning.
The rigid body approach is very important for description
of disorder of organic molecules and for lowering number
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of refinement parameters when the structure model gets
complicated. Another powerful concept are user equations,
restraints and constraints which can define arbitrary linear
relationship between the parameters of the structure model.

Incommensurate structures can be investigated up to
the dimension 3+3. The superspace symmetry can be found
from the diffraction pattern using the same semi-automatic
tools like for standard structures. Jana2006 offers tradi-
tional harmonic modulation functions for occupancy, posi-
tion and ADP as well as discontinous functions (crenel
and sawtooth). In the crenel-like description the positions
and ADP parameters can also be described with Legendre
polynomials. Rigid bodies can also be modulated. The
modulated structures can be visualized by calling an exter-
nal plotting program for a structure transformed to P1 sym-
metry, by plotting modulated parameters as function of t
coordinate or by investigating two-dimensional sections by
3+d-dimensional Fourier map. For solution of modulated
structures Jana2006 can directly call program Superflip
based on charge flipping which can also be used for verifi-
cation of superspace symmetry. Commensurate struc-
tures represent very useful concept for description of
structure families. Jana2006 can determine a supercell
symmetry corresponding to the t value used for the calcula-
tion and it can transform commensurate structure for a
given t to the equivalent three-dimensional supercell.
Composite (or intergrown) structures are also sup-
ported.

C3

Jana2006 can combine powder and single crystal dif-
fraction data from X-ray, synchrotron and neutron diffrac-
tion. The most practical issue is combination of powder
neutron data with single crystal synchrotron or X-ray data
measured at similar conditions, which is useful for differ-
entiation of chemical elements in mixed sites or reliable de-
termination of hydrogen positions. Another possibility
concerns the latest option just being developed in
Jana2006: it is possible to combine refinement of magnetic
structure from powder data with nuclear structure from
synchrotron data. The latest version of Jana2006 contains a
convertor between representation analysis and magnetic
(super)space groups which enables crystallographic ap-
proach to magnetic structures.

A workshop on all topics covered by Jana2006 would
last many days. Because in the Czech Republic Jana soft-
ware is rather rarely used the main focus of the present
workshop will be on standard three-dimensional structures.
Using single crystal and powder diffraction data of a sim-
ple structure we shall present the basic “philosophy” of the
program. The rest of the workshop will deal with moder-
ately difficult problems like twinning, mixed-sites refine-
ment and disorder. Finally, solution of a simple modulated
structure will be presented.

1. www-xray.fzu.cz/jana

2. superspace.epfl.ch/superflip

REAL STRUCTURE OF POLYCRYSTALLINE MATERIALS
Short course

R. Kuzel

Faculty of Mathematics and Physics, Charles University in Prague, Ke Karlovu 5, 121 16 Prague 2
kuzel@karlov.mff.cuni.cz

1. Introduction

During last decades, it has been shown many times that
properties of materials are not determined only by phase
composition and crystal structure but very often the
so-called real structure plays an important role. What
should we imagine under this name — real structure of crys-
talline materials? There is no clear definition but in the
most general view it is any violation of ideal translation pe-
riodicity of atoms. If we consider a single crystal, this is al-
ready its finite dimension, the surface that breaks the
periodicity and may lead to creation of a new 2D structure.
This is not usually understood as real structure, though, but
rather it belongs to a large and important branch of science
— surface crystallography, surface physics and surface
chemistry (see also [1, 2]).

Other deviations from ideal atomic positions are ther-
mal lattice vibrations. They can be studied by several
methods, in particular, by neutron scattering and they are
considered in XRD in terms of the so-called Debye-Waller
factors. The factors are sometimes approximated by a mean
isotropic DW factor common for all atoms but exactly they

should be included in the product with individual atomic
scattering factors and even better in anisotropic form and
perhaps also including anharmonic contributions. How-
ever, the vibrations are not meant under the name “real
structure” either.

For single crystal, the term is closely connected to the
lattice defects. There are many types of lattice defects —
point, line, plane (2D) or volume (3D). Some of them are
schematically shown in Fig. 1. There are several methods
for study of point defects like differential thermal expan-
sion, positron annihilation (e.g. [3]), resistivity, specific
heat and, of course, also imaging methods with high resolu-
tion like HRTEM, STM, AFM, FIM. The line defects — dis-
locations and higher dimension defects can be traditionally
studied by TEM. In the framework of kinematical theory of
diffraction the lattice defects can be divided into two kinds
according to their influence on the diffraction pattern. This
has been derived and suggested by Krivoglaz [4]. The lat-
tice defects of the first kind are the defects with rapidly de-
creasing field and lead to the reduction of integrated
intensity (static Debye-Waller factor), shift of the Bragg
peaks and appearance of diffuse scattering. The defects of
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Figure 1. Picture of different types of lattice defects - a) Intersti-
tial impurity atom, b) Edge dislocation, c) Self interstitial atom,
d) Vacancy, e) Precipitate of impurity atoms, f) Vacancy type
dislocation loop, g) Interstitial type dislocation loop, h)
Substitutional impurity atom ([3])

the second kind with slowly decreasing (1/r) displacement
field, destroy the Bragg sharp peak and only concentrated
diffuse scattering can be observed as the broadened
quasiline — the lattice defects of the second kind. Point de-
fects, their clusters, precipitates and small dislocation loops
belong to the former while dislocations to the latter type.
The type of displacement field plays the most decisive role
for the classification of the defects. This is based on the
physical nature of the defects and it has been derived for
their random distribution. However, the situation is more
complicated in practice. Only a few models for non-ran-
dom defect distribution have been developed and used so
far.

Since different effects are produced by both lattice de-
fect types, different X-ray methods are applied for their in-
vestigation. The studies of defects of the first kind are
mostly restricted to single crystals and consist in simulta-
neous measurement of lattice parameters, static
Debye-Waller factors and whole maps of diffuse scatter-
ing. The diffuse scattering is probably the best source of in-
formation on point defects and their clusters since it is very
sensitive to the type, arrangement and orientation of the de-
fects and often even a simple comparison of experimental
and simulated contour plots can be very helpful. The study
of defects of the second kind can also be done for
polycrystalline samples and it consists in the XRD line pro-
file analysis. The classification of the lattice defects from
the point of view of XRD should not be mixed with the
classification of stresses. In this connection, all the distor-
tions by point and line defects belong to the so-called 3™
kind stresses.

In addition to the above effects, real structure of
polycrystalline materials includes also larger scale ef-
fects. This is distribution of size and orientation of individ-
ual grains and also their interactions, stresses (Fig. 2). The
maps of grains are nowadays studied more and more by the
EBSD (Electron backscattered diffraction) [5], very pow-
erful method which however, is quite critical to sample
preparation. 3D maps can also be constructed from XRD
measurements of individual grains by synchrotron radia-
tion [6, 7] (beamlines in APS and ESRF). In X-ray labora-
tory, such studies are always connected with measurements
of diffracted intensities of individual (%4/) planes in de-

Figure 2a. Preferred grain orientation may cause significant
changes of integrated intensities of 4k/ peaks in symmetric scans
and their variation with inclination of corresponding planes with
respect to the specimen surface.

Figure 2b. Residual stress results in variation of interplanar
spacing with inclination of the planes with respect to the speci-
men surface.

pendence on the orientation of the plane with respect to the
specimen coordinate system — for texture investigation
and/or diffraction peak positions (lattice spacing) in the
same dependence — for residual stress measurement.

The investigation of real structure by diffraction meth-
ods is of great interest nowadays and still many unresolved
problems. Several books appeared on the topics [e.g. 8, 9].

2. XRD line profile analysis

XRD line profile analysis is used for the determination of
microstrain and/or dislocation density, crystallite size and
sometimes also other defects like stacking faults. All these
factors cause XRD line broadening. There are number of
ways how they are included in present Rietveld programs.
In most cases, though, phenomenological models are used
and their main aim is to correct the pattern for these defects
in order to refine crystal structure or make phase analysis
and no to determine the above parameters.

2.1 Characterization of individual profiles

The diffraction line profile can be expressed as the depend-
ence of intensity (e.g. in cps — counts per second) on the
diffraction angle 20 or on the diffraction vector magnitude
(s =2 sin ®/A). The profile can be characterized by several
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parameters related directly to some structural and/or

microstructural parameters:

peak positions — lattice parameters, lattice geometry, lat-

tice defects, residual stress

integrated intensities — atomic structure, texture, lattice

vibrations

peak widths — internal strains, coherent domain size, lat-

tice defects

peak shape — distribution of lattice defects and domains
Any of these characteristics can be determined from a

single powder diffraction pattern for each phase separately.

For the analysis of line broadening several parameters can

be used:

FWHM (half-width, full width at half of peak maximum)

Integral breadth (B) — integrated intensity / over peak

height in the finite range s, to s,

[3=]Zl(s)afs/lmax (1

5

The ratio of this two widths is sensitive to profile shape.
Moments

M" = ] I(s)(s—s,)"ds 2)

Fourier coefficients C(n)

1(5) =Y C(n)exp(~2nind y, (s s, )]
C(L):—lif I(s)exp[2mil(s—s, )/ As] 3)
As 5

(As =s,—s is the integration range, L is a variable in the di-
rect space )

These parameters can be determined by about three dif-
ferent methods:

Direct analysis of isolated lines

Fitting of suitable analytic functions (Pearson,
pseudo-Voigt, Voigt) to the groups of diffraction profiles

Total pattern fitting either with or without structural
constraints

The first method can include background separation,
smoothing, Ko, elimination and determination of the
above parameters. This was applied already in classical
profile analysis [10, 11]. The o, elimination was based
mainly on Rachinger algorithm [12], in improved way for
example in [13]. Different analytical functions were ap-
plied (comparison in [14, 15], other functions can be found
in [16, 17]) for the second and/or third method.

2.2 Instrumental broadening

Unfortunately, similarly to other physical methods we can-
not measure pure physical effect (broadening) but this is
smeared out by the instrument. This can be described as
mathematical convolution. Measured profile is usually de-
noted as 4, instrumental as g and physical as /. Then & = f*g

(or h(x)= I f(»)g(x— y)dy) and fprofile must be obtained

by the deconvolution. There are a number of deconvolution
methods but always with a problem of mathematically in-
correct procedure since the functions are not known in infi-
nite range and there is also experimental noise in the data
[18]. The problems can be reduced by the so-called regula-
rization but always there should be an effort to minimize
instrumental broadening, i.e. to increase resolution. Of
course, it goes always on the cost of intensity. If we can re-
duce the influence of g, then depending on a problem (ratio
of physical to the instrumental broadening) the instrumen-
tal broadening can either be completely neglected or on the
other hand finer physical effects can be measured (larger
crystallites, lower defect densities). Conventional powder
diffraction (parafocusing Bragg-Brentano) can have quite
good resolution, in particular, if the primary o, monochro-
mator is used. The problem is in the analysis of thin films
when the symmetric scan is often inconvenient because of
larger penetration depth and for asymmetric scans parallel
beam geometry is preferred (mirrors, parallel plate collima-
tors). Depending on the used parallel plate collimator, this
arrangement has usually rather poor resolution (about three
times worse than Bragg-Brentano). The resolution can be
improved by different ways - for example double-mirror
setup, channel-cut monochromator, hybride monochroma-
tor, crystal analyzers etc. but with sometimes drastically re-
duced intensity not very usable with conventional X-ray
sources. The methods of deconvolution can be divided into
several groups according to characterization of profiles —
full profile deconvolution, Stokes correction of Fourier
transform (Fourier transform of the convolution is a pro-
duct of Fourier transforms), approximate methods of inte-
gral breadths (Voigt function) or simple subtraction of the
second moments (variances). Another problem can be the
determination of g profile. In most cases, standard sample
with negligible physical broadening is measured under the
same conditions as the investigated sample. NIST was sel-
ling LaBg standard for line broadening but this is out of
stock now. Optimal standard should be the same material
as the one investigated mainly because of absorption. This
may be achieved by annealing of suitable sample but the re-
sults are uncertain. Therefore each laboratory should select
suitable standards according to its experience. The second
way may be to calculate g from known geometrical parts of
the instrument (slits) and spectral lines. This has been sug-
gested by R. W. Cheary [19] and it is used in commercial
software TOPAZ (Bruker). The software uses also another
popular way — to replace ill-defined deconvolution by the
fitting of the pattern with a convolution of the known
instrumental profile and physical or phenomenological
function of several refineable parameters.

2.3 Physical broadening

Two components of line broadening are usually considered
— size broadening, the component that is reflection or-
der-independent (independent on the diffraction vector
magnitude) and strain broadening proportional to the dif-
fraction vector magnitude, increasing with the distance
from the reciprocal lattice origin. The particle size effect is
caused by interfaces (small crystal size, subboundaries,
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stacking faults, twin boundaries) and the strain broadening
can be connected to dislocation arrangement with a weak
defect correlation that is determined by the mean total dis-
location density and the mean outer cut-off radius of the
strain field of dislocations. Internal stresses of the 2™ kind
being constant within individual grains can be another rea-
son for strain broadening. It can be characterized by the
mean square strain. In next sections, the main attention will
be devoted to the influence of the lattice defects. A short re-
view of the methods was published in [20] and a review of
dislocation line broadening appeared in [21] with many
references.

2.3.1 Simple integral breadth methods,
Williamson-Hall plot

Line broadening is often characterized by the so-called
Williamson - Hall (WH) plot , i.e. dependence of integral
breadth 3 on sin 6. This plot is based on the assumption of
Lorentzian distribution of both domain size and
microstrain, which means that both components (widths)
are additive. This assumption is not very realistic though.
The common relation can be generalized in the following
form (breadths are in reciprocal space units 1/d),

K sin 0)*
K = 4t ANde, > 4
Bhkl D ) /{ hkl 7\. ] ()

ki

which can be derived for several approximations of distri-
butions for both components. The constants k, K, A, g de-
pend on the considered analytical approximation of
crystallite size and microstrain distributions . Both crystal-
lite size D and microstrain e can be /#k/ dependent. There-
fore the WH plot should be applied for more orders of
selected reflection. However, it may also well be used in
order to get an overall picture and first estimation of the
weight of both size and strain components. It may be dan-
gerous for quantitative analysis unless one of the compo-
nents is significantly dominant (then it can be determined
quite precisely). However, it is useful when the changes of
both effects or their relations to the parameters of sample
preparation are of main interest (e.g. deposition of thin
films — temperature, substrate bias, deposition rate).

The size broadening (order-independent) terme.g. can
be written as follows:

D, :I('f}‘lV”3 Q)

where Dyy is the so-called apparent crystallite size, V'is the
true size and K is the Scherrer constant. The constant is k/
dependent. The corresponding line broadening anisotropy
is given by the anisotropic shapes of crystallites . The size
term can also be related to stacking faults, microtwins and
sharp dislocation walls. These defects can give specific ikl
dependence too.

The strain (order-dependent) term for randomly distrib-
uted lattice defects can be written as follows

sin ©

B/ d)=f,(x"™ )Dofp(P)T (6)

where f, is the function of the orientation factor, D, de-
pends on the defect strength and f,, is a function of the de-
fect density p. The hkl-dependence is given by the
orientation factor. However, the strain terms can also in-
clude the so-called 2nd kind stresses which complicate the
evaluation.

For dislocations the approximate formula given in [26]
can be applied

o™ (M )b Sﬁie, %)

Bhk[ =

where, b is the size of the Burgers vector of assumed dislo-
cations, A is the wavelength, 0 the diffraction angle. yyy is
the so-called orientation or contrast factor determining the
line-broadening anisotropy. It depends on the particular
slip system, the dislocation character, the elastic anisotropy
and the orientation of the diffraction vector with respect to
the Burgers vector and the dislocation line. The main limi-
tation of the method is the uncertainity of the correlation
parameter of dislocation arrangement which is related to
the line profile shape. This value is often written as M =
rc\/ p, where 7, denotes the outer cut-off radius of disloca-
tion strain field and p is the dislocation density. Analytic
approximation of the f(M) function is given in [26] as fol-
lows

fM)y=aln(M+ 1)+ bIn*(M+ 1)+ cIn’(M+ 1)+
dIn*(M+ 1), ®)

with a =-0.173,b="7.797, c=-4.818 and d = 0.911

The M-factor can be estimated from the line shape for
example in terms of the Voigt function approximation (the
ratio of long-tail Lorentzian component of breadth to the
short-tail Gaussian one, y = Bc/\/nt ). Based on the data
shown in [26], one can use an approximate relation M =
1/y. More precisely, the data can be fitted with the formula
M=0.96/y"**. The formula should be applied after the cor-
rection of the instrumental broadening by the method of the
Voigt function which gives corrected values of 3, B, Even
though the factors vary with A&/ indices, a mean value of
the M-factor averaged over all reflections was always used.
The reason was that the individual factors obtained by the
above procedure are influenced significantly by experi-
mental (statistical) errors since each factor depends on four
experimental values and their ratios (Gauss and Cauchy
components of both instrumental and experimental pro-
files), and consequently may introduce more noise in other-
wise quite stable experimental values of integral breadths.
The method is very useful for estimation XRD line broad-
ening anisotropy which sometimes can be used for the de-
termination of dislocation types, in case of strain
broadening or to determination of anisotropic crystallite
size in case of dominant size broadening.

2.3.2 Fourier methods

The Fourier methods were connected from the beginning
with the so-called Warren-Averbach analysis [27]. This is
based on phenomenological model of mosaic blocks with
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microstrains. In derivation of Fourier coefficients, the crys-
tal is divided into columns of lattice cells which may be
shifted due to strains and they are sumed up in the diffrac-
tion formula. This summation, of course, depends also on
the size of coherently diffracted domain — crystallites. To-
tal Fourier coefficients are then products of size and strain
terms. Under the assumption of not too large distortions
and/or their Gaussian distribution, the procedure consists
in plotting of logarithms of the Fourier coefficients on re-
flection order or 1/d. These plots are linear in the first ap-
proximation with the intercepts giving the size Fourier
coefficients and slopes the mean square microstrain. In fi-
nal step, the size coefficents are plotted against the number
n or real distance L (L = nd, d, is the interpalanar spacing
corresponding to the first order reflection). The initial
slope give mean value of crystallite size. The other result is
dependence of microstrain on the distance which may not
be a constant.

For microscopic models, the strain Fourier coefficients
can also be calculated. For example for not too correlated
dislocations, the Fourier coefficients can be written as

t

N ) 2

In A, (1) =B, " B, =253 bp | MO |
L i=1 A

)

where i denotes hkl, i numbers N different slip systems and
r. is the so-called cut-off radius closely related to the corre-
lation in dislocation arrangement. Then the evaluation of
dislocation density can be done simply from the plot of In
A(L)/L* vs In L. However, real data does not follow exactly
this dependence because relation (9) does not describe full
profile so that one must take only medium linear range
which is not always easy to select.

2.4 Multiple peak and total pattern fitting

The idea to replace several-steps of complete Fourier anal-
ysis including deconvolutions (instrumental profile,
size-strain separation) by the single-step profile fitting of
several reflection orders simultaneously and to replace
deconvolution by convolution of the modeled physical and
known instrumental profiles was first introduced by
Houska [28, 29] in terms of classical phenomenological
model and two size and two strain parameters. Nowadays,
two program systems for multiple peak or total pattern fit-
ting based on description by realistic microstructural model
are being developed in groups of Paolo Scardi [e.g. 30-33,
Pm2k by Matteo Leoni] and Tamas Ungar [34, MWPFIT
by G. Ribarik]. Both are under development and latest ver-
sions also include stacking faults. The parameters fitted are
usually — mean crystallite size, variance of crystallite size
distribution, dislocation density, dislocation correlation
parameter, sometimes also, fractions of different disloca-
tions, the densities of stacking faults. A general problem for
the whole pattern fitting is a high correlation between the
dislocation density and dislocation correlation parameter
(M or R.). The correlation is intrinsic in the description and
cannot be completely overcome by using different optimi-
zation procedures. Actually, the correlation parameter in-
fluences mainly the profile shape (tails) but it is not very

sensitive to it and consequently the minimalization proce-
dure cannot be sensitive enough to it either. In any case,
high-quality data are required for successful fitting.

3. Preferred grain orientation — texture,
residual stress

3.1 Effects in conventional symmetric 6-26 scan

In case of non-random grain orientation individual inte-
grated intensities of skl peaks I may differ significantly
from the values given primarily by the structure factors, the
theoretical intensities Ryy. The effect is usually corrected
by some of more or less empirical corrections or the correc-
tions obtained by simple models (e.g. March-Dollase). The
corrections are included in all Rietveld type programs. Pre-
ferred orientation can be simply characterized by the
so-called Harris texture indices 7Ty given by normalized
ratios /Ry that are equal to unity in case of random ori-
entation. However, not always unexpected variations of in-
tensities can be related to the texture. They may be
connected to crystal structure itself or to poor grain statis-
tics. In order to discover texture effects unambiguously,
other than symmetrical scans must be used. The effects are
usually not too strong for powders except those consisting
of highly anisotropic particles but they may be huge for
bulk materials and in particular thin films.

Residual stresses (1% kind stresses that are homogenous
in larger volume over several grains) cause peak shifts and
therefore change of lattice parameters. However, it may be
difficult to ascribe the observed changes of lattice parame-
ters directly to stresses since they can be caused also by
some lattice defects and especially by chemical composi-
tion (e.g. stoichiometry). These stresses cannot exist in fine
powders but similarly to textures, they may be rather high
in bulk materials and thin films. Corrections are not in-
cluded in most of Rietveld programs except Maud by Luca
Lutteroti [35].

3.2 Asymmetric 6-20 scans

For complete characterization of textures and stresses incli-
nations of specimen from symmetrical position are re-
quired. Some experiments can be performed on standard
goniometers rotating the specimen around the goniometer
axis (0) but usually rotations around perpendicular axis (y
or y) are preferred. This can be realized by the Eulerian cra-
dle. In order to reduce instrumental aberrations and in-
crease intensity, parallel beam optics with polycapillary is
preferred. Of course, the arrangement has low resolution.

Different characterization of texture can be realized.

Texture indices from conventional symmetric scan (see
above)

w-scan or y-scan. Very fast characterization. The de-
tector is fixed in the Bragg position of measured diffraction
peak hkl. The scan is performed by rotation of the specimen
about the goniometer axis (or perpendicular axis, respec-
tively) . For random grain orientation the intensity is nearly
constant, strong texture results in sharp peak. FWHM of
the peak can be taken as a characterization of the texture
degree. Any shift of the peak maximum from the original
position (symmetric Bragg case) indicates inclination of
the texture.
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¢-scan. The detector is fixed in the Bragg position of
measured diffraction peak. Rotation of the specimen
around the surface normal. It must be done in asymmetric
position (sample inclination) Intensities usually plotted in
polar coordinates. Symmetric figure indicates fiber (axially
symmetric) texture. Then also the w-scans may be a good
characterization of the texture.

Pole figure measurement. The detector is fixed in the
Bragg position of measured diffraction peak. Measurement
of intensities for different specimen inclinations (¢, y). In-
tensities shown in stereographic projection. Full character-
ization of texture

ODF — orientation distribution function calculation
from several pole figures. The function describes the
so-called 3D texture and it is used as a weight function for
calculation of different physical properties of whole
polycrystalline material.

For the stress determination, variations of lattice spac-
ing with the crystal lattice plane inclination y to the speci-
men surface must be measured. The geometry is usually
identical with that for texture measurements. However,
there are several ways how to measure the dependence

26-scan. The angle of incidence is constant and small.
The detector scan then gives information connected to the
lattice planes (%kl), in particular lattice spacings, differ-
ently inclined with respect to the surface for different Akl
Parallel beam geometry is required. Elastic anisotropy of
the material may cause scatter of values.

0-20 scan on the w-goniometer. The specimen is tilted
by v from the symmetrical Bragg position around the
goniometer axis and peak positions for different  are mea-
sured by 0-26 scan. This can be done for several #kl. How-
ever, for low angle peaks the range of possible angles v is
geometrically restricted significantly.

0-20 scan on the \y-goniometer. The specimen is tilted
by y in the Eulerian cradle around the axis perpendicular to
the goniometer axis and peak positions for different y are
measured by 0-20 scan. This can be done for several Akl
There are no significant geometrical restrictions for y.

In case of simple uniaxial or biaxial residual stress, the
lattice spacings are linearly proportional to sin’y
(well-know sin*y-method). If the stress is general, tri-ax-
ial, the dependence is not linear and different for positive
and negative y. Then more measurements must be done
also for different rotations 6 but finally whole strain tensor
can be determined. Always, the lattice spacing are mea-
sured only by XRD and for calculation of stresses, the
so-called X-ray elastic constants must be known or mea-
sured under known external field. The constants can be cal-
culated by using different models of interactions between
grains (Reuss, Voigt, Kroner, Hill, Vook-Witt etc.). The
dependence can also be non-linear because of gradients
and/or simultaneous presence of texture and residual stress.
This is the most complicated case which has been simu-
lated but direct methods of measurements have been sug-
gested only for particular cases. It may require
measurement of the reciprocal space maps. These and, of
course, also the above dependences are measured nowa-
days with the aid of different position sensitive detectors
which improve largely the speed of data collection.

2. Total pattern fitting

The method has become very popular in last years but it
often requires appropriate microstructural model capable
of correct description of real material for example the effect
of line profile anisotropy. Total pattern fitting without
structural constraints was used in [37-38]. Rietveld struc-
tural refinement [39] is now included in several programs
like Fullprof, GSAS etc. (see [40]). It usually includes also
phenomenological description of real structure by
anisotropic microstrain and anisotropic crystallite size in
terms of general ellipsoids. This approach may be very use-
ful especially for appropriate corrections during structure
refinement. For obtaining of the above parameters of real
structure (see 2.3.3) the programs Pm2k or MWPFIT are
recommended

Program MAUD [35] is nowadays probably the best for
the Rietveld type evaluation of textured and stressed sam-
ples, for example thin films but does not include disloca-
tion models and stacking faults. Z. Mat¢j is developing a
program — expanded FOX [36] based on Crystal Objects li-
brary that includes some of the features of the above pro-
grams. It can apply easily structural constraints, includes
dislocation models, stacking faults, simplified corrections
for texture and also the residual stress. Most of these cor-
rections are optional, i.e. the peak intensities and positions
can be either constrained or refined independently. This is
quite important feature since not always the correct de-
scriptions of all effect are available. In case of very strong
textures and stresses whole reciprocal space maps must be
measured. Of course, their fitting is rather complicated but
also possible [35, 41].
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