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Preface

The quasicrystal community comprises mathematicians, physicists, chemists,
materials scientists, and a handful of crystallographers. This diversity is re-
flected in more than 10,000 publications reporting 25 years of quasicrystal
research. Always missing has been a monograph on the “Crystallography of
Quasicrystals,” a book presenting the main concepts, methods and structures
in a self-consistent unified way; a book that translates the terminology and
way of thinking of all these specialists from different fields into that of crystal-
lographers, in order to look at detailed problems as well as at the big picture
from a structural point of view.

Once Albert Einstein pointed out: “As far as the laws of mathematics refer
to reality, they are not certain; as far as they are certain, they do not refer to
reality.” Accordingly, this book is aimed at bridging the gap between the ideal
mathematical and physical constructs and the real quasicrystals of intricate
complexity, and, last but not the least, providing a toolbox for tackling the
structure analysis of real quasicrystals.

The book consists of three parts. The part “Concepts” treats the properties
of tilings and coverings. If decorated by polyhedral clusters, these can be
used as models for quasiperiodic structures. The higher-dimensional approach,
central to the crystallography of quasicrystals, is also in the center of this part.

The part “Methods” discusses experimental techniques for the study of
real quasicrystals as well as power and limits of methods for their structural
analysis. What can we know about a quasicrystal structure and what do we
want to know, why, and what for, this is the guideline.

The part “Structures” presents examples of quasicrystal structures, fol-
lowed by a discussion of phase stability and transformations from a microscop-
ical point of view. It ends with a chapter on soft quasicrystals and artificially
fabricated macroscopic structures that can be used as photonic or phononic
quasicrystals.



VI Preface

This book is intended for researchers in the field of quasicrystals and all
scientists and graduate students who are interested in the crystallography of
quasicrystals.

Zürich, Walter Steurer
June 2009 Sofia Deloudi
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1

Tilings and Coverings

A packing is an arrangement of non-interpenetrable objects touching each
other. The horror vacui of Mother Nature leads to the densest possible
packings of structural units (atoms, ions, molecules, coordination polyhedra,
atomic clusters, etc.) under constraints such as directional chemical bond-
ing or charge balance. Of course, in the case of real crystals, the structural
units are not hard spheres or rigid entities but usually show some flexibility.
Consequently, the real packing density, i.e. the ratio of the volume filled by
the atoms to the total volume, may differ considerably from that calculated
for rigid spheres. For instance, the packing density Dp = π

√
3/16 = 0.34 of

the diamond structure is very low compared to Dp = π/
√

18 = 0.74 of the
dense sphere packing. However, this low number does not reflect the high
density and hardness of diamond, it just reflects the inappropriateness of the
hard sphere model due to the tetrahedrally oriented, strong covalent bonds.
Dense packing can be entropically disfavored at high temperatures. The bcc
structure type, for instance, with Dp = π

√
3/8 = 0.68, is very common for

high-temperature (HT) phases due to its higher vibrational entropy compared
to hcp or ccp structures.

If the packing density equals one, the objects fill space without gaps and
voids and the packing can be described as tiling. nD periodic tilings can always
be reduced to a packing of copies of a single unit cell, which corresponds to
a nD parallelotope (parallelepiped in 3D, parallelogram in 2D). In case of
quasiperiodic tilings at least two unit cells are needed.

Quasiperiodic tilings can be generated by different methods such as the
(i) substitution method, (ii) tile assembling guided by matching rules, (iii)
the higher-dimensional approach, and (iv) the generalized dual-grid method
[3, 6]. We will discuss the first three methods.

Contrary to packings and tilings, coverings fill the space without gaps but
with partial overlaps. There is always a one-to-one correspondence between
coverings and tilings. Every covering can be represented by a (decorated)
tiling. However, not every tiling can be represented by a covering based on a
finite number of covering clusters. Usually, certain patches of tiles are taken
for the construction of covering clusters.



8 1 Tilings and Coverings

In this chapter, we will discuss examples of basic tilings and coverings,
which are crucial for the description and understanding of the quasicrystal
structures known so far. Consequently, the focus will be on tilings with pen-
tagonal, octagonal, decagonal, dodecagonal, and icosahedral diffraction sym-
metry. They all have in common that their scaling symmetries are related to
quadratic irrationalities. This is also the case for the 1D Fibonacci sequence,
which will also serve as an easily accessible and illustrative example for the
different ways to generate and describe quasiperiodic tilings. The heptagonal
(tetrakaidecagonal) tiling, which is based on cubic irrationalities, is discussed
as an example of a different class of tilings. No QC are known yet with this
symmetry, only approximants such as particular borides (see Sect. 8.1).

The reader who is generally interested in tilings is referred to the compre-
hensive book on Tilings and Patterns by Grünbaum and Shephard [9], which
contains a wealth of tilings of all kinds. A few terms used for the description
of tilings are explained in the following [19, 23, 34, 35].

Local isomorphism (LI) Two tilings are locally isomorphic if and only if
every finite region contained in either tiling can also be found, in the
same orientation, in the other. In other words, locally isomorphic tilings
have the same R-atlases for all R, where the R-atlas of a tiling consists
of all its tile patches of radius R. The LI class of a tiling is the set of
all locally isomorphous tilings. Locally isomorphic structures have the
same autocorrelation (Patterson) function, i.e. they are homometric. This
means they also have the same diffraction pattern. Tilings, which are
self-similar, have matching rules and an Ammann quasilattice are said to
belong to the Penrose local isomorphism (PLI) class.

Orientational symmetry The tile edges are oriented along the set of star
vectors defining the orientational (rotational) symmetry N. While there
may be many points in regular tilings reflecting the orientational symme-
try locally, there is usually no point of global symmetry. This is the case for
exceptionally singular tilings. Therefore, the point-group symmetry of a
tiling is better defined in reciprocal space. It is the symmetry of the struc-
ture factor (amplitudes and phases) weighted reciprocal (quasi)lattice. It
can also be defined as the symmetry of the LI class.

Self-similarity There exists a mapping of the tiling onto itself, generating a
tiling with larger tiles. In the case of a substitution tiling, this mapping
is called inflation operation since the size of the tiles is distended. The
inverse operation is deflation which shrinks the tiling in a way that each
old tile of a given shape is decorated in the same way by a patch of the
new smaller tiles. Self-similarity operations must respect matching rules.
Sometimes the terms inflation (deflation) are used just in the opposite
way referring to the increased (decreased) number of tiles generated.

Matching rules These constitute a construction rule forcing quasiperiod-
icity, which can be derived either from substitution (deflation) rules or
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based on the nD approach. Matching rules can be coded either in the
decoration of the tiles or in their shape. A tiling is said to admit per-
fect matching rules of radius R, if all tilings with the same R-atlas are
locally isomorphic to it. A set of matching rules is said to be strong , if
all tilings admitted are quasiperiodic, but not in a single LI class. Weak
matching rules are the least restrictive ones which guarantee quasiperiod-
icity. They allow bounded departures from a perfect quasiperiodic tiling.
The diffraction pattern will show diffuse scattering beside Bragg diffrac-
tion. Non-local matching rules need some global information on the tiling.
They rather allow to check whether a tiling is quasiperiodic than to be
used as a growth rule.

Ammann lines Tilings of the PLI class have the property that, if their unit
tiles are properly decorated by line segments, these join together in the
tiling and form sets of continuous lines (Ammann lines). According to the
orientational symmetry, N sets of parallel, quasiperiodically spaced lines
form, which are called Amman N -grid or Ammann quasilattice. Contrary
to a periodic N grid with non-crystallographic symmetry, it has a finite
number of Voronoi cell shapes.

Remark The explanations, definitions, and descriptions in the gray boxes
are intended to give a simple and intuitive understanding of the concepts.
Therefore, they are not always written in a mathematically rigorous style.

1.1 1D Substitutional Sequences

Besides several quasiperiodic sequences, examples of other kinds of non-
periodic substitutional sequences will also be discussed, showing what they
have in common and what clearly distinguishes them. The quasiperiodic se-
quences treated here are the Fibonacci sequence, which plays an important
role in tilings with 5-fold rotational symmetry, and the Octonacci sequence,
also known as Pell sequence, which is related to tilings with 8-fold symmetry.

The non-quasiperiodic sequences discussed here are the almost periodic
squared Fibonacci sequence and the critical Thue–Morse sequence. The
squared Fibonacci sequence has a fractal atomic surface and a pure point
Fourier spectrum of infinite rank, while the Thue–Morse sequence shows
a singular continuous spectrum. Both are mainly of interest for artificial
structures such as photonic or phononic crystals. Finally, the properties of a
randomized Fibonacci sequence will be shortly discussed.
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1.1.1 Fibonacci Sequence (FS)

The Fibonacci sequence, a 1D quasiperiodic substitutional sequence (see, e.g.,
[26]), can be obtained by iterative application of the substitution rule σ : L �→
LS,S �→ L to the two-letter alphabet {L, S}. The substitution rule can be
alternatively written employing the substitution matrix S

σ :
(

L
S

)
�→
(

1 1
1 0

)

︸ ︷︷ ︸
=S

(
L
S

)
=
(

LS
L

)
. (1.1)

The substitution matrix does not give the order of the letters, just their rel-
ative frequencies in the resulting words wn, which are finite strings of the
two kinds of letters. Longer words can be created by multiple action of the
substitution rule. Thus, wn = σn(L) means the word resulting from the n-th
iteration of σ (L): L �→ LS. The action of the substitution rule is also called
inflation operation as the number of letters is inflated by each step. The FS
can as well be created by recursive concatenation of shorter words according
to the concatenation rule wn+2 = wn+1wn. The generation of the first few
words is shown in Table 1.1.

The frequencies νL
n = Fn+1, ν

S
n = Fn of letters L, S in the word wn =

σn(L), with n ≥ 1, result from the (n − 1)th power of the transposed substi-
tution matrix to (

νL
n

νS
n

)
= (ST )n−1

(
1
1

)
. (1.2)

The Fibonacci numbers Fn+2 = Fn+1 + Fn, with n ≥ 0 and F0 = 0, F1 = 1,
form a series with limn→∞ Fn/Fn−1 = τ = 1.618 . . ., which is called the
golden ratio. Arbitrary Fibonacci numbers can be calculated directly by
Binet’s formula

Table 1.1. Generation of words wn = σn(L) of the Fibonacci sequence by repeated
action of the substitution rule σ(L) = LS, σ(S) = L. νL

n and νS
n denote the frequencies

of L and S in the words wn; Fn are the Fibonacci numbers

n wn+2 = wn+1wn νL
n νS

n

0 L 1 0
1 LS 1 1
2 LSL 2 1
3 LSLLS 3 2
4 LSLLSLSL 5 3
5 LSLLSLSLLSLLS 8 5
6 LSLLSLSLLSLLS︸ ︷︷ ︸LSLLSLSL︸ ︷︷ ︸ 13 8

w5 w4

...
...

...
...

n Fn+1 Fn
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τ−1Sτ−1L

L

τ−2L τ−2S τ−2L

Fig. 1.1. Graphical representation of the substitution rule σ of the Fibonacci se-
quence. Rescaling by a factor 1/τ at each step keeps the total length constant. Shown
is a deflation of the line segment lengths corresponding to an inflation of letters

Fn =
(1 +

√
5)n − (1 −

√
5)n

2n
√

5
. (1.3)

The number τ If a line segment is divided in the golden ratio, then this
golden section has the property that the larger subsegment is related to the
smaller as the whole segment is related to the larger subsegment (Fig. 1.1).
This way of creating harmonic proportions has been widely used in art and ar-
chitecture for millenniums. The symbol τ is derived from the Greek noun τoμή
which means cut, intersection. Alternatively, the symbol φ is used frequently.
τ can be represented by the simplest possible continued fraction expansion

τ = 1 +
1

1 + 1

1+ 1
1+...

. (1.4)

Since it only contains the numeral one, it is the irrational number with the
worst truncated continued fraction approximation. The convergents ci are just
ratios of two successive Fibonacci numbers

c1 = 1, c2 = 1 +
1

1
= 2, c3 = 1 +

1

1 + 1
1

=
3

2
, . . . , cn =

Fn+1

Fn
. (1.5)

This poor convergence is the reason that τ is sometimes called the “most
irrational number.” The strong irrationality may impede the lock-in of in-
commensurate (quasiperiodic) into commensurate (periodic) systems such as
rational approximants.

The scaling properties of the FS can be derived from the eigenvalues λi of the
substitution matrix S. For this purpose, the eigenvalue equation

det |S − λI| = 0, (1.6)

with the unit matrix I, has to be solved. The evaluation of the determinant
yields the characteristic polynomial

λ2 − λ − 1 = 0 (1.7)
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with the eigenvalues λ1 = (1 +
√

5)/2 = 2 cos π/5 = 1.618 . . . = τ , λ2 =
(1−

√
5)/2 = −2 cos 2π/5 = −0.618 . . . = 1− τ = −1/τ and the eigenvectors

v1 =
(

τ
1

)
, v2 =

(
−1/τ

1

)
. (1.8)

We can now explicitly write the eigenvalue equation Svi = λivi for the first
eigenvalue, for instance,

(
1 1
1 0

)(
τ
1

)
=
(

τ + 1
τ

)
= τ

(
τ
1

)
. (1.9)

If we assign long and short line segments, respectively, to the letters L and S

we get the 1D Fibonacci tiling (Fig. 1.1). Relating the eigenvector
(

τ
1

)
to

(
L
S

)
shows that an infinite Fibonacci tiling s(r) is invariant under scaling

with the eigenvalue τ , s(τr) = s(r).
The scaling operation maps each tiling vector r to an already existing

tiling vector τr. Consequently, the ratio of patches of the Fibonacci tiling,
which correspond to words wn and wn+1 created by successive application of
the substitution matrix S, is given by the ratio of the eigenvector components

wn+1

wn
=

L
S

=
LS
L

=
LSL
LS

=
LSLLS
LSL

= · · · =
τ

1
. (1.10)

The length of a word �(wn) can be easily calculated to �(wn) = τnL. The
mean vertex distance, dav, results to

dav = lim
n→∞

Fn+1L + FnS
Fn+1 + Fn

=

{
Fn+1

Fn+2
τ +

Fn

Fn+2

}

S = (3 − τ)S, (1.11)

yielding a vertex point density Dp = 1/dav. dav = aPAS is also the period of
the periodic average structure (PAS) of the FS (see section 3.3). The total
length of the Fibonacci tiling for n line segments reads, in units of S,

xn = (n + 1)(3 − τ) − 1 − 1
τ

{[
n + 1

τ

]
mod 1

}

. (1.12)

Periodic lattices scale with integer factors, thus the eigenvalues are integers.
In case of quasiperiodic “lattices” (quasilattices), the eigenvalues are alge-
braic numbers (Pisot numbers), which have the Pisot–Vijayaraghavan (PV)
property :

λ1 > 1, |λi| < 1 ∀i > 1. (1.13)
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Thus, a Pisot number is a real algebraic number larger than one and its
conjugates have an absolute value less than one. Tilings satisfy the PV prop-
erty if they have point Fourier spectra. The PV property connected to this is
that the n-th power of a Pisot number approaches integers as n approaches
infinity. The PV property is a necessary condition for a pure point Fourier
spectrum, however, it is not sufficient. The Thue–Morse sequence, for instance,
has the PV property, but it has a singular continuous Fourier spectrum (see
Sect. 1.1.4).

1.1.2 Octonacci Sequence

The Octonacci sequence, in mathematics better known as Pell sequence,
describes the sequence of spacings of the Ammann quasilattice (8-grid) of
the octagonal Ammann–Beenker tiling (see Sect. 1.2.5). The name Octonacci
is composed from “Octo-” for octagonal and “-acci” from the Fibonacci se-
quence. It can be generated in analogy to the Fibonacci sequence by a sub-
stitution rule σ : L �→ LLS,S �→ L to the two-letter alphabet {L, S} [42]. It
can also be created by recursive concatenation of shorter words according to
the concatenation rule wn+2 = wn+1wn+1wn. The generation of the first few
words is shown in Table 1.2. The substitution matrix S reads

σ :
(

L
S

)
�→
(

2 1
1 0

)

︸ ︷︷ ︸
=S

(
L
S

)
=
(

LLS
L

)
. (1.14)

The evaluation of the determinant of the eigenvalue equation yields the char-
acteristic polynomial

λ2 − 2λ − 1 = 0 (1.15)

Table 1.2. Generation of words wn = σn(S) of the Octonacci sequence by repeated
action of the substitution rule σ(L) = LLS, σ(S) = L. νL

n and νS
n denote the fre-

quencies of L and S, fn are the Pell numbers

n wn+2 = wn+1wn+1wn νL
n νS

n νL
n + νS

n

0 S 0 1 1
1 L 1 0 1
2 LLS 2 1 3
3 LLSLLSL 5 2 7
4 LLSLLSLLLSLLSLLLS 12 5 17
5 LLSLLSLLLSLLSLLLS︸ ︷︷ ︸LLSLLSLLLSLLSLLLS︸ ︷︷ ︸LLSLLSL︸ ︷︷ ︸ 29 12 41

w4 w4 w3

...
...

...
...

n fn gn − fn gn
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with the eigenvalues λ1 = 1 +
√

2 = (2 +
√

8)/2 = 2.41421 . . . = ω, λ2 =
1 −

√
2 = −0.41421 . . ., which satisfy the PV property. The eigenvalue ω can

be represented by the continued fraction expansion

ω = 2 +
1

2 + 1
2+ 1

2+...

. (1.16)

The frequencies νL
n = fn, νS

n = gn −fn of letters L, S in the word wn = σn(S),
with n ≥ 1, result to

(
νL

n + νS
n

νL
n − νS

n

)
= (ST )n−1

(
1
1

)
. (1.17)

The Pell numbers fn+2 = 2fn+1 +fn, with n ≥ 0 and f0 = 0 and f1 = 1, form
a series with limn→∞ fn+1/fn = 1+

√
2 = 2.41421 . . ., which is called the silver

ratio or silver mean. They can be calculated as well by the following equation

fn =
ωn − ω−n

ω − ω−1
(1.18)

The 2D analogue to the Octonacci sequence, a rectangular quasiperiodic
2-grid, can be constructed from the Euclidean product of two tilings that
are each based on the Octonacci sequence. If only even or only odd vertices
are connected by diagonal bonds then the so called Labyrinth tilings Lm and
their duals L∗

m, respectively, result [42].

1.1.3 Squared Fibonacci Sequence

By squaring the substitution matrix S of the Fibonacci sequence, the squared
FS can be obtained

σ :
(

L
S

)
�→
(

2 1
1 1

)

︸ ︷︷ ︸
=S2

(
L
S

)
=
(

LLS
SL

)
. (1.19)

This operation corresponds to the substitution rule σ : L �→ LLS,S �→ SL
applied to the two-letter alphabet {L, S}.

The scaling properties of the squared FS can be derived from the eigenval-
ues λi of the substitution matrix S2. For this purpose, the eigenvalue equation

det |S2 − λI| = 0, (1.20)

with the unit matrix I, has to be solved. The evaluation of the determinant
yields the characteristic polynomial

λ2 − 3λ + 1 = 0 (1.21)

with the eigenvalues λ1 = τ2, λ2 = 1/τ2 = 2 − τ , which satisfy the PV
property, and the same eigenvectors as for the FS. The generation of the first
few words is shown in Table 1.3.
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Table 1.3. Generation of words wn = σn(L) of the squared Fibonacci sequence by
repeated action of the substitution rule σ(L) = LLS, σ(S) = SL or by concatenation.
νL

n and νS
n denote the frequencies of L and S in the words wn, Fn are the Fibonacci

numbers

n wn = wn−1wn−1wn−1, wn = wn−1wn−1 with w0 = L and w0 = S νL
n νS

n

0 L 1 0

1 LLS 2 1

2 LLSLLSSL 5 3

3 LLSLLSSLLLSLLSSLSLLLS 13 8

4 LLSLLSSLLLSLLSSLSLLLS︸ ︷︷ ︸ LLSLLSSLLLSLLSSLSLLLS︸ ︷︷ ︸ SLLLSLLSLLSSL︸ ︷︷ ︸ 34 21

w3 w3 w3

.

.

.
.
.
.

.

.

.
.
.
.

n F2n+1 F2n

Table 1.4. Generation of words wn = σn(A) of the Thue–Morse sequence by re-
peated action of the substitution rule σ(A) = AB, σ(B) = BA or by concatenation

n wn = wn−1wn−1, wn = wn−1wn−1 with w0 = A and w0 = B

0 A
1 AB
2 ABBA
3 ABBABAAB
4 ABBABAABBAABABBA
5 ABBABAABBAABABBA︸ ︷︷ ︸BAABABBAABBABAAB︸ ︷︷ ︸

w4 w4

...
...

1.1.4 Thue–Morse Sequence

The (Prouhet-)Thue–Morse sequence results from the multiple application of
the substitution rule σ : A �→ AB,B �→ BA to the two-letter alphabet {A, B}.
The substitution rule can be alternatively written employing the substitution
matrix S

σ :
(

A
B

)
�→
(

1 1
1 1

)

︸ ︷︷ ︸
=S

(
A
B

)
=
(

AB
BA

)
. (1.22)

The frequencies in the sequence of the letters A and B are equal. The length of
the sequence after the n-th iteration is 2n. The Thue–Morse sequence can also
be generated by concatenation: wn+1 = wnwn, wn+1 = wnwn with w0 = A
and w0 = B (Table 1.4).
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The characteristic polynomial λ2−2λ = 0 leads to the eigenvalues λ1 = 2 and
λ2 = 0. Although these numbers show the PV property, the Fourier spectrum
of the TMS can be singular continuous without any Bragg peaks. If we assign
intervals of a given length to the letters A and B, then every other vertex
belongs to a periodic substructure of period A+B. This is also the size of the
unit cell of the PAS, which contains two further vertices at distances A and
B, respectively, from its origin. All vertices of the PAS are equally weighted.
The Bragg peaks, which would result from the PAS, are destroyed for special
values of A and B by the special order of the Thue–Morse sequence leading
to a singular continuous Fourier spectrum. The broad peaks split into more
and more peaks if the resolution is increased. In the generic case, however,
a Fourier module exists beside the singular continuous spectrum. Depending
on the decoration, the Thue–Morse sequence will show Bragg peaks besides
the singular continuous spectrum (see Fig. 6.2).

1.1.5 1D Random Sequences

It is not possible to say much more about general 1D random sequences than
that their Fourier spectra will be absolutely continuous. However, depending
on the parameters (number of prototiles, frequencies, correlations), the spectra
can show rather narrow peaks for particular reciprocal lattice vectors. General
formulas have been derived for different cases of 1D random sequences [15].

The diffraction pattern of a FS, decorated with Al atoms and randomized
by a large number of phason flips, is shown in Fig. 1.2. Although the Fourier
spectrum of such a random sequence is absolutely continuous, it is peaked for
reciprocal space vectors of the type m/L and n/S with m ≈ nτ , with m and
n two successive Fibonacci numbers.

The continuous diffuse background under the peaked spectrum of the ran-
domized FS can be described by the relation Idiff ∼ f(h)[1− cos(2πh(L− S)]
(fAl(h) is the atomic form factor of Al, L, and S are the long and short inter-
atomic distances in the Al decorated FS).

1.2 2D Tilings

The symmetry of periodic tilings, point group and plane group (2D space
group), can be given in a straightforward way (see, e.g., Table 1.7). In case of
general quasiperiodic tilings, there is no 2D space or point group symmetry
at all. Some tilings show scaling symmetry. In case of singular tilings, there is
just one point of global point group symmetry other than 1. The orientational
order of equivalent tile edges (“bond-orientational order”), however, is clearly
defined and can be used as one parameter for the classification of tilings. This
means, one takes one type of tile edge, which may be arrowed or not, in all
orientations occurring in the tiling and forms a star. The point symmetry
group of that star is then taken for classifying the symmetry of the tiling.
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Fig. 1.2. Diffraction patterns of a Fibonacci sequence before (top) and after (bottom)
partial randomization (≈ 25% of all tiles have been flipped). The vertices of the
Fibonacci sequence are decorated by Al atoms with the short distance S = 2.4 Å; the
diffraction patterns have been convoluted with a Gaussian with FWHM = 0.001 Å−1

to simulate realistic experimental resolution (courtesy of Th. Weber)

Table 1.5. Point groups of 2D quasiperiodic structures (tilings) (based on [13]).
Besides the general case with n-fold rotational symmetry, a few practically relevant
special cases are given. k denotes the order of the group

Point group type k Conditions n = 5 n = 7 n = 8 n = 10 n = 12 n = 14

nmm 2n n even 8mm 10mm 12mm 14mm

nm 2n n odd 5m 7m

n n 5 7 8 10 12 14

This is related to the autocorrelation (Patterson) function. In Table 1.5, the
possible point symmetry groups of 2D quasiperiodic structures (tilings) are
given.

The general space group symmetries possible for 2D quasiperiodic struc-
tures with rotational symmetry n ≤ 15 are listed in Table 1.6.

By taking the symmetry of the Patterson function for the tiling
symmetry, it is not possible to distinguish between centrosymmetric and
non-centrosymmetric tilings. This means that in the case of 2D tilings only
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Table 1.6. Space groups of 2D quasiperiodic structures (tilings) (based on [32]).
Besides the general case with n-fold rotational symmetry, a few practically relevant
special cases are given. The lattice symmetry is 2n for n odd

Point group Conditions n = 5 n = 7 n = 8 n = 10 n = 12 n = 14

nmm n even p8mm p10mm p12mm p14mm

n = 2p p8gm

nm1 n odd 5m1 7m1

n1m n odd 51m 71m

n p5 p7 p8 p10 p12 p14

even rotational symmetries could be discriminated, both pentagonal and
decagonal tilings have decagonal Patterson symmetry, for instance. The same
is true for the Laue symmetry, which is the symmetry of the intensity weighted
reciprocal space, i.e. of the Bragg intensity distribution.

The symmetry can also be defined for the local isomorphism (LI) class of a
tiling. Then a tiling is said to admit a certain point symmetry, if this symmetry
maps the tiling onto another tiling in the same LI class. The transformed tiling
cannot be distinguished from the original one by any local means, since tilings
of the same LI class are locally indistinguishable from each other. In this
sense, the concept of point symmetry differs for quasiperiodic structures from
periodic ones. The point group of a tiling here is the point group of its LI
class. For a periodic tiling, the LI class consists of only one element, and the
definition of point symmetry reduces to the usual one.

Perhaps the best approach is based on the symmetry of the structure-
factor-weighted reciprocal lattice, which even allows to derive a kind of space
group symmetry. The full equivalence of such a Fourier space approach to a
derivation of space groups in direct space has been demonstrated for periodic
structures by [5] and applied to quasiperiodic structures by [32]. This kind of
space group symmetry corresponds to that which can be obtained from the
higher-dimensional approach (see Chap. 3).

1.2.1 Archimedean Tilings

The Archimedean tilings, which are all periodic, have been derived by Kepler
in analogy to the Archimedean solids (see Sect. 2.1). Three of them are regular,
i.e. consist of congruent regular polygons and show only one type of vertex
configuration. The regular tilings are the triangle tiling 36, the square tiling
44 and the hexagon tiling 63. A vertex configuration nm is defined by the kind
of polygons along a circuit around a vertex. For instance, 63 means that at a
vertex 3 hexagons meet.

The eight semiregular tilings are uniform, i.e. have only one type of ver-
tex (vertex transitive), and consist of two or more regular polygons as tiles.
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Fig. 1.3. The eight semiregular Archimedean tilings: (a) Snub hexagonal tiling 34.6,
(b) elongated triangular tiling 33.42, (c) snub square tiling 32.4.3.4, (d) trihexagonal
tiling 3.6.3.6, (e) small rhombitrihexagonal tiling 3.4.6.4, (f) truncated square tiling
4.82, (g) truncated hexagonal tiling 3.122, and (h) great rhombitrihexagonal tiling
4.6.12. The unit cells are outlined by dashed lines

The Archimedean tilings are discussed here since they are quite common in
structures of intermetallic phases and soft QC approximants. Particularly in-
teresting for QC approximants are the tilings 4.82 with octagonal tiles, and
3.12 and 4.6.12, which contain dodecagonal tiles. Some characteristic data of
the semiregular tilings that are depicted in Fig. 1.3 are listed in Table 1.7.

1.2.2 Square Fibonacci Tiling

The square Fibonacci tiling is a simple example of a 2D quasiperiodic tiling
with crystallographic point symmetry (4mm) [24]. It can be generated, for
instance, by superposition of two Fibonacci line grids, which are orthogonal
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Table 1.7. Characteristic data for the eight semiregular Archimedean tilings. The
number of vertices nV per unit cell is given; the density is calculated for a close
packing of equal circles at the vertices. In the second lines, the lattice parameter a
is given for a tile edge length of 1 and the Wyckoff positions occupied are listed [28]

Name Vertex nV Plane Group Density
Confi- a Wyckoff position
guration

Snub hexagonal
tilinga

34.6 6 p6 π
√

3/7 = 0.7773

a =
√

7 6(d) x = 3/7, y = 1/7

Elongated triangular
tiling

33.42 4 c2mm π/(2 +
√

3) = 0.8418

a = 1 4(e) y = (1 +
√

3)/(4 +
2
√

3)

b = 2 +
√

3

Snub square tiling 32.4.3.4 4 p4gm π/(2 +
√

3) = 0.8418

a = (2 +
√

3)1/2 4(c) x = 1 −−1/4

[(2 −
√

3)(2 +
√

3)]1/2

Trihexagonal tilingb 3.6.3.6 3 p6mm π
√

3/8 = 0.6802
a = 2 3(c)

Small rhombitri-
hexagonal tiling

3.4.6.4 6 p6mm π
√

3/(4 + 2
√

3) = 0.7290

a = 1 +
√

3 6(e) x = 1/(3 +
√

3)

Truncated square
tiling

4.82 4 p4mm π/(3 + 2
√

2) = 0.5390

a = 1 +
√

2 4(e) x = 1/(2 + 2
√

2)

Truncated hexagonal
tiling

3.122 6 p6mm π
√

3/(7 + 4
√

3) = 0.3907

a = 2 +
√

2 6(e) x = (1 − 1/
√

3)

Great rhombitri-
hexagonal tiling

4.6.12 12 p6mm π/(3 + 2
√

3) = 0.4860

a = 3 +
√

3 12(f) x = 1/(3
√

3 + 3),
y = x + 1/3

a Two enantiomorphs
b Kagome net; quasiregular tiling because all edges are shared by equal polygons

to each other (Fig. 1.4). The substitution rule, also depicted in Fig. 1.4, can
be written employing the substitution matrix S

S =

⎛

⎝
1 1 1
1 0 0
2 0 1

⎞

⎠, (1.23)

with the characteristic polynom −x3 + 2x2 + 2x− 1 = −(1 + x)(1 − 3x + x2)
and the eigenvalues λ1 = τ2 and λ2 = τ−2 for the irreducible component
(1− 3x + x2). Therefore, the PV property is fulfilled. The tile frequencies are
τ−2 for the large squares, τ−4 for the small squares and 2τ−3 for the rectangles
(independent from their orientation).

The square Fibonacci tiling is quasiperiodic, if based on prototiles of differ-
ent sizes. In case the FS results from a quasiperiodic distribution of two types
of atoms, or atoms and vacancies on a periodic lattice, then one periodic direc-
tion can result. In the example shown in Fig. 1.5, a square lattice is decorated
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Fig. 1.4. The square Fibonacci tiling generated by superposition of two, to each
other orthogonal, Fibonacci line grids. The minimum covering cluster is marked in
the tiling, the inflation rule is shown at right

by full circles (L) and vacancies (S) like a FS in two orthogonal directions and
with one mirror line along one diagonal. One of the two diagonal directions of
the underlying lattice then results to be periodic. This pattern has the prop-
erty that vacancies are never closer to each other than one square diagonal
and that they are fully surrounded by the filled circles with the distance of
one square edge.

Analogously, the 3D cube Fibonacci tiling can be created, which may be
of interest for vacancy ordered structures.

1.2.3 Penrose Tiling (PT)

The Penrose tiling was discovered by Roger Penrose [30] and popularized
by Martin Gardner in the popular scientific journal Scientific American [8].
There are several versions of the PT presented in the book Tilings and Pat-
terns by Grünbaum and Shephard [9]: a pentagon based tiling (P1), a kite
and dart version of it (P2) and a rhomb tiling (P3). All three of them are
mutually locally derivable and belong to the Penrose local isomorphism (PLI)
class. According to its reciprocal space symmetry, the PT is a decagonal
quasiperiodic tiling. The PLI class tilings possess matching rules that force
quasiperiodicity. If the matching rules are relaxed other tilings become possi-
ble, which may be quasiperiodic, periodic, or all kinds of non-periodic up to
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quasiperiodic periodic

Fig. 1.5. Substitutional square Fibonacci tiling. The vertices of a square lattice
are either occupied (full circles) or unoccupied. Along the horizontal and vertical
axes as well as along one diagonal the substitutional sequence (distances between
occupied vertices) is the Fibonacci sequence. Along the other diagonal, the pattern
is periodic

fully random. The binary tiling will be discussed as an example, which may
have some importance for the description of real quasicrystals.

1.2.3.1 Rhomb Penrose Tiling

The rhomb PT [29, 30] can be constructed from two unit tiles: a skinny (acute
angle α = π/5) and a fat rhomb (acute angle α = 2π/5) with equal edge
lengths ar and areas a2

r sin π/5 and a2
r sin 2π/5, respectively. Their areas and

frequencies in the PT are both in the ratio 1 : τ . The construction has to
obey matching rules, which can be derived from the scaling properties of the
PT (Fig. 1.6). The local matching rules are perfect, that means that they
force quasiperiodicity. However, there are no growth rules, which restrain the
growing tiling from running into dead ends.

The eight different vertex configurations and their relative frequencies in
the regular PT are shown in Fig. 1.7. The letter in the symbols indicates the
topology, the upper index gives the number of linkages and the lower index
the number of double arrows [16, 29].
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c

A
A’

ba

Fig. 1.6. Scaling properties of the Penrose tiling. (a) The substitution (inflation)
rule for the rhomb prototiles. In (b) a PT (thin lines) is superposed by another PT
(thick lines) scaled by S, in (c) scaling by S2 is shown. A subset of the vertices of
the scaled tilings are the vertices of the original tiling. The rotoscaling operation S2

is also a symmetry operation of a pentagram (white lines), mapping each vertex of
a pentagram onto another one. This is demonstrated in (c) on the example of the
vertex A which is mapped onto A′ by S2

The set of vertices of the PT, MPT, is a subset of the vector module M ={
r =

∑4
i=0 niarei

∣∣
∣ei = (cos 2πi/5, sin 2πi/5)

}
. MPT consists of five subsets

MPT = ∪4
k=0Mk with Mk =

{
π‖(rk)

∣∣
∣π⊥(rk) ∈ Tik, i = 0, . . . , 4

}
(1.24)

and rk =
∑4

j=0 dj (nj + k/5), nj ∈ Z (for the definition of dj see Sect. 3.1).
The i-th triangular subdomain Tik of the k-th pentagonal occupation domain
corresponds to

Tik =
{
t = xiei + xi+1ei+1

∣∣
∣xi ∈ [0, λk], xi+1 ∈ [0, λk − xi]

}
(1.25)

with λk the radius of a pentagonally shaped occupation domain: λ0 = 0, for
λ1,··· ,4 see Eq. (3.138). Performing the scaling operation SMPT with the matrix

S =

⎛

⎜
⎜
⎝

0 1 0 1̄
0 1 1 1̄
1̄ 1 1 0
1̄ 0 1 0

⎞

⎟⎟
⎠

D

=

⎛

⎜
⎜
⎝

τ 0 0 0
0 τ 0 0

0 0 − 1
τ 0

0 0 0 − 1
τ

⎞

⎟⎟
⎠

V

=

(
S‖ 0

0 S⊥

)

V

(1.26)

yields a tiling dual to the original PT, enlarged by a factor τ . The subscript
D refers to the 4D crystallographic basis (D-basis), while subscript V in-
dicates that the vector components refer to a Cartesian coordinate system
(V -basis) (see Sect. 3.1). Here S is applied to the projected 4D crystallo-
graphic basis (D-basis), i.e. the star of four rationally independent basis
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Fig. 1.7. The eight different vertex configurations of the regular Penrose tiling
shown for decorations by arrows (single and double) and by Ammann line segments.
The relative vertex frequencies are given below the vertex symbols. The configura-
tions 5

5S, 4
4K, and 3

3Q transform into star (S), boat (B), and hexagon (H) tiles of the
HBS tiling if those vertices are omitted where only double-arrowed edges meet (see
Sect. 1.2.3.2)

vectors ai = arei, i = 1, . . . , 4. If a 2D Cartesian coordinate system is used,
then the submatrix S‖ has to be applied.

Only scaling by S4n results in a PT (increased by a factor τ4n) of original
orientation. Then the relationship S4nMPT = τ4nMPT holds. S2 maps the ver-
tices of an inverted and by a factor τ2 enlarged PT upon the vertices of the
original PT. This operation corresponds to a hyperbolic rotation in super-
space [20]. The rotoscaling operation Γ (10)S2 leaves the subset of vertices of
a PT forming a pentagram invariant (Fig. 1.6).

By a particular decoration of the unit tiles with line segments, infinite lines
(Ammann lines) are created forming a Fibonacci penta-grid (5-grid, “Am-
mann quasilattice” [23]) (Fig. 1.8). The line segments can act as matching
rules forcing strict quasiperiodicity. In case of simpleton flips, the Ammann
lines are broken (see Fig. 1.8). The dual of the Ammann quasilattice is the
deflation of the original PT.
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Fig. 1.8. The Penrose tiling with Amman lines drawn in. The decoration of the
unit tiles by Ammann line segments and the action of simpleton flips are shown at
the bottom

The third variant of the PT is the kite and dart tiling, denoted P2 tiling
in the book by Grünbaum and Shephard [9]. Its relationship to the rhomb
PT (P3) tiling is shown in Fig. 1.9. Starting with the kite and dart tiling
(Fig. 1.9(a)), we cut the tiles into large acute and small obtuse isosceles tri-
angles as shown in Fig. 1.9(b) and obtain the Robinson triangle tiling. The
edge lengths of the triangles are in the ratio τ . While the black dots form a
sufficient matching rule for the kites and darts, the isosceles triangles need,
additionally, an orientation marker along the edges marked by two filled cir-
cles. In case of the acute triangle, this is an arrow pointing away from the
corner where the isosceles edges meet; in case of the obtuse triangle, it is just
the opposite.

If we fuse now all pairs of baseline connected acute triangles to skinny
rhombs, and pairs of long-edge connected acute triangles together with pairs
of short-edge linked obtuse triangles to fat rhombs, then we end up with a
rhomb PT (Fig. 1.9(c)). The rhomb edge from the marked to the unmarked
vertex also gets an orientation, which is usually marked by a double arrow.
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Fig. 1.9. The interrelations between the (a) kite and dart tiling (P2), the (b)
triangle tiling and (c) the rhomb Penrose tiling (P3). The full circles form a matching
rule for the kites and darts

The remaining color decoration of the fat rhombs marks the position of the
one disappeared vertex, which was present in the kite and dart tiling.

1.2.3.2 Pentagon PT and the Dual Hexagon-Boat-Star (HBS)
Tiling

The pentagon Penrose tiling (P1) consists of pentagons, skinny rhombs, boats,
and stars (Fig. 1.10). The pentagons have three different decorations with
Amman bars and inflation/deflation rules [27]. There exists a one-to-one rela-
tionship to the Penrose rhomb tiling (P3 tiling) [16]. Note that the pentagons
show five different decorations with rhombs.

If we connect the centers of the pentagons then we obtain the HBS tiling,
which is dual to the P1 tiling. In the P1 tiling, all spiky tiles are fully sur-
rounded by pentagon tiles. Consequently, the vertices of the H tile correspond
to the centers of pentagons surrounding a rhomb tile. Analogously, the vertices
of a B tile are the centers of pentagons surrounding a boat tile of the P1 tiling,
and those of an S tile the centers of pentagons framing a star tile of the P1
tiling. The prototile frequencies are in a ratio nH : nB : nS =

√
5τ :

√
5 : 1 [25].

The interrelations between the HBS tiling and the P3 tiling are as follows.
As shown in Fig. 1.10, the H tile consists of one fat and two skinny rhombs,
the B tile of three fat and one skinny rhomb, and the S tile of five fat rhombs.
These prototile decorations with rhomb tiles correspond to the vertex con-
figurations 5

5S, 4
4K, and 3

3Q of Fig. 1.7. If those vertices are omitted, where
only double-arrowed edges meet, the star, boat and hexagon tiles of the HBS
tiling are obtained.

1.2.3.3 The Binary Rhomb Tiling

If we relax the matching rules of the rhomb PT to the condition that at each
vertex only tile angles meet which are all odd or all even multiples of π/5, then
we obtain a binary tiling [22]. There are seven different vertex surroundings
possible. The binary tiling is a substitution tiling without the PV property
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Fig. 1.10. Penrose pentagon tiling (P1 tiling, black lines) with underlying Penrose
rhomb tiling (P3 tiling). At the bottom, the decoration of the rhomb prototiles is
shown that produces the pentagon tiling. Hexagon, boat, and star supertiles are
outlined by a thick white line

[33]. Its substitution rule is shown in (Fig. 1.11). The first substitution of
the fat rhomb gives a boat tile, that of the skinny rhomb creates a hexagon
tile. In further generations also star tiles appear showing the relationship to
HBS tilings. The matching rules are in agreement but do not enforce the
substitution rule. However, it is possible to define non-local matching rules
which force quasiperiodicity. This can be done, for instance, by a particular
decoration of τ2 inflated Penrose rhombs which then acts as perfect local
matching rule [4].
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Fig. 1.11. The substitution rule of the binary rhomb tiling. The first substitution
leads to a boat and a hexagon tile

1.2.3.4 Gummelt Covering

Particular quasiperiodic tilings, including some with 8-, 10-, and 12-fold
symmetry that are relevant for real QC, can be fully covered by one or more
covering clusters. By covering cluster we mean a patch of tiles of the respec-
tive tiling. In Fig. 1.12, the decoration of the Gummelt decagon with patches
of the kite and dart tiling, the Robinson triangle tiling, the rhomb PT, and
the pentagon PT are shown together with the (in size) inflated tilings.

The Gummelt decagon is a single, mirror-symmetrical, decagonal cluster
with overlap rules that force perfectly ordered structures of the PLI class
[10] (Fig. 1.13). There are different ways of marking the overlap rules. In
Fig. 1.13 (a)–(e), the rocket decoration is used, in (h) directed overlap lines
are shown. For the rocket decoration, the colors of the overlap areas of two
Gummelt decagons must agree. The overlap lines in (h) form a fat Penrose
tile, which is marked by arrows (matching rule for the perfect PT) in (h) and
unmarked in (i). There are nine different allowed coordinations of a central
Gummelt decagon by other decagons possible so that all decagon edges are
fully covered. The coordination numbers are 4, 5 or 6.

The centers of the decagons form a pentagon PT (marked pentagons,
rhomb, boat, star) when the overlap rules are obeyed (Fig. 1.14). The dual to
it is the so-called τ2-HBS supertiling. The H tiles contain 4 Gummelt decagon
centers, the B tiles 7 and the S tiles 10. The HBS tile edge length is τ2 times
that of the decagon, which itself is equal to τ times the edge length of the
underlying rhomb PT (Fig. 1.12(c)).

It is also possible to assign an HBS tiling to a Gummelt decagon covering
where the tiling edge length is equal to that of the decagon [41]. A decagon
is decomposed in two hexagon tiles (containing the rockets) and one boat
tile. Depending on the kind of overlap, H, B and S tiles result from merging
the original tiles. By relaxing the overlap rules (Fig. 1.13(i)) one can obtain
random decagon coverings [12] (Fig. 1.13(f) and (g)). The decagon centers
now form a random pentagon tiling and the pentagon centers a random HBS
supertiling, called two-level random PT. In Fig. 1.13(i) a fully relaxed over-
lapping rule is shown. If only the single arrows in Fig. 1.13(h) are abandoned,
then we get an intermediate overlap rule [7]. The resulting tilings are related
to random rhomb PT, which still satisfy the double-arrow condition, and are
called four-level random PT.
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Fig. 1.12. Gummelt-decagon covering patches. (a) Kite and dart tiling, (b) Robin-
son triangle tiling, (c) rhomb PT, (d) pentagon PT, and the in size by a factor τ
inflated tilings in (e)–(h) (after [11]). In (e), the decoration with an ace is shown,
which consists of two kites and one dart, all of them inflated in size by a factor τ .
There are also the local mirror planes drawn in as well as the rotation points a–e
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Fig. 1.13. Gummelt-decagon (a) and its overlap rules for the construction of perfect
tilings of the PLI class (b–e, h). Pairs of overlapping Gummelt decagons are related
by one of the following rotations around the points marked a–e in Fig. 1.12(e).
A: 4π/5 around the points a, b; B: 2π/5 around a, b; C: 2π/5 around c; D: π/5
around d. With relaxed (unoriented) overlap rules random decagonal coverings can
be obtained (f, g, i). A fat Penrose rhomb tile is marked gray in (h, i)
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Fig. 1.14. Gummelt-decagon covering. The centers of the decagons of the type
shown in Fig. 1.13(a) form a marked Penrose pentagon tiling (P1 tiling). Connecting
the pentagon centers leads to a HBS supertiling (white lines)

Lord and Ranganathan [25] derived rules for the decoration of Gummelt
decagons that are consistent with a strictly quasiperiodic pattern (G pat-
tern) of these decagons. They identified the regions in the cartwheel pat-
tern inscribed in the decagon that can be equally decorated throughout a G
pattern. These regions are the dark-gray (online: blue) kites (K) and darts
(D) of Fig. 1.12(a) and the τ -inflated light-gray (online: yellow) kites (L) of
Fig. 1.12(e), which result from merging the small light-gray (online: yellow)
kites and darts of Fig. 1.12(a). The G patterns resulting from decagons dec-
orated with these prototiles are called DKL tilings. The prototile frequencies
are in a ratio nD : nK : nL = τ :

√
5 : 1. DKL tilings, and therewith G patterns

as well, scale with a τ2 inflation rule.
Pairs of overlapping Gummelt decagons are related by one of the following

rotations around the points marked a–e in Fig. 1.12(e). A: 4π/5 around the
points a, b; B: 2π/5 around a, b; C: 2π/5 around c; D: π/5 around d; E:
π/5 around e. Within the overlapping regions there are local symmetries,
which can be used to classify 2D G patterns or 3D G-pattern based columnar
coverings. There are just three types of 2D G patterns, which are listed in
Table 1.8.

The number of symmetry types of 3D G patterns, where Gummelt
decagons are replaced by Gummelt columns, which are periodic along the
column axis, amounts to 165 (Table 1.9). Along the periodic directions,
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Table 1.8. Local symmetries of the overlap regions in 2D G patterns (from [25]).
The symbols m refer to the local mirror planes marked in 1.12(e), and B–E to the
rotations B: 2π/5 around a, b; C: 2π/5 around c; D: π/5 around d; E: π/5 around e.
The points a–e are marked in 1.12(e). The symbol p denotes primitive translations

m1 m2 D, E B, C

p 10 - - 10 5
p 5m - m 5m 5
p 10m m m 10m 5m

there are screw axes and local glide planes possible similar as in the well
known rod groups. Based on these symmetries, which are compatible with
strictly quasiperiodic G patterns, proper decorations of columnar structures
of quasicrystals can be derived. On the other hand, experimentally obtained
structure models can be tested on whether or not they admit one of the
allowed symmetries.

1.2.4 Heptagonal (Tetrakaidecagonal) Tiling

By heptagonal (tetrakaidecagonal) tiling we refer to tilings with 14-fold
diffraction symmetry. The tilings have three rhombic prototiles with acute
angles of π/7, 2π/7, and 3π/7 (Fig. 1.15). The global rotational symmetry of
singular tilings of this kind can be 7- or 14-fold. Heptagonal symmetry is the
lowest that is associated with a cubic irrational number, and shows, therefore,
unusual properties.

A number λ is called a Pisot number, if it is a real algebraic number (a
root of an irreducible polynomial) greater than 1, and all its conjugates have
absolute values less than 1. The tilings shown here satisfy this condition as
the eigenvalues of the reducible 7D scaling matrix S are 4.04892, 1, −0.69202,
and −0.35680. The eigenvalue 1 corresponds to one redundant dimension, and
can be discarded for the 6D irreducible representation of S in 6D. The three
remaining eigenvalues are the solutions of the irreducible polynomial

x3 − 3x2 − 4x − 1 = 0, (1.27)

related to S. According to a basis as defined in Fig. 1.16 where the scaling
symmetry is visualized, the scaling matrix can be written in 7D as

S =

⎛

⎜
⎜⎜
⎜⎜
⎜⎜
⎜
⎝

1 1 0 1̄ 1̄ 0 1
1 1 1 0 1̄ 1̄ 0
0 1 1 1 0 1̄ 1̄
1̄ 0 1 1 1 0 1̄
1̄ 1̄ 0 1 1 1 0
0 1̄ 1̄ 0 1 1 1
1 0 1̄ 1̄ 0 1 1

⎞

⎟⎟
⎟⎟
⎟
⎟
⎟
⎟
⎠

D

. (1.28)
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Table 1.9. Local symmetries of the overlap volumes in 3D G patterns (adapted
from [25]). The symbols m, c refer to the directions of local mirror planes marked in
1.12(e), and B, C, D, E to the rotations B: 2π/5 around a, b; C: 2π/5 around c; D:
π/5 around d; E: π/5 around e. The points a–e are marked in 1.12(e). The symbol
P denotes primitive translations along the periodic axis. Where C and E are empty,
they are the same as B and D, respectively. 5p and 10q are screw axes; p = 0 and
q = 0 refer to simple rotations

Rod symmetry m1 m2 D B C E

P10q(p) - - 10q 5p 5p 102p−q

P10/m - - 10/m 10(= 5/m)

P5(p) - - 5 5p 52p 5(z = p)

P105/m - - 105/m 10(= 5/m)

P5r2(p) - 2 5r2 5p 5p 5−r2

P10c2 - 2 10c2 10

P5c(p) - c 5c 5p 52p 5c

P10/mc - c 10/mc 10(= 5/m)

P5m(p) - m 5m 5p 52p 5m

P10m2 - m 10m2 10

P10q22(p) 2 2 10q22 5p2 5p2 102p−q22

P10/mcc 2 2 10/mcc 10c2
P51m(p) 2 m 51m 5p2 52p 51m
P105/mcm 2 m 105/mcm 10c2
P51c(p) 2 c 51c 5p2 52p 51c
P5m1 m 2 5m1 5m
P105/mmc m 2 105/mmc 10m2
P10mm m m 10mm 5m
P10/mmm m m 10/mmm 10m2
P105mc m c 105mc 5m
P5c1 c 2 5c1 5c
P10cm c m 10cm 5c
P10cc c c 10cc 5c

The indices shown in Fig. 1.16 give the columns of the scaling matrix. This
scaling symmetry corresponds to the planar heptagrammal form of the star
heptagon with Schläfli symbol {7/3}. The irreducible representation of the
scaling symmetry is 6D and is given by

S =

⎛

⎜
⎜⎜
⎜⎜
⎜
⎝

0 1 1 0 1̄ 1̄
0 1 2 1 1̄ 2̄
1̄ 1 2 2 0 2̄
2̄ 0 2 2 1 1̄
2̄ 1̄ 0 2 1 0
1̄ 1̄ 0 1 1 0

⎞

⎟
⎟⎟
⎟⎟
⎟
⎠

D

. (1.29)
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Fig. 1.15. Heptagonal (tetrakaidecagonal) rhomb tiling. The alternation condition
applies and is illustrated by the lane of tiles shown below the tiling. It requires
that the three types of rhomb tiles, which are related by mirror symmetry, have to
alternate along the lane

Schläfli symbol The Schläfli symbol is a notation of the form {p, q, r, ...}
that defines regular polygons, polyhedra, and polytopes. It describes the num-
ber of edges of each polygon meeting at a vertex of a regular or semi-regular
tiling or solid. For a Platonic solid, it is written {p, q}, where p is the number
of edges each face has, and q is the number of faces that meet at each vertex.
Its reversal gives the symbol of the dual polygon, polyhedron, or polytope.

The symbol {p} denotes a regular polygon with p edges for integer p, or
a star polygon for rational p. For example, a regular pentagon is represented
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--
1 0 1 1 0 1 1

--
0 1 1 0 1 1 1

--
1 1 0 1 1 1 0

--
1 0 1 1 1 0 1

--
0 1 1 1 0 1 1

--
1 1 1 0 1 1 0

--
1 1 0 1 1 0 1 1000000

Fig. 1.16. Scaling symmetry of a heptagonal tiling (top) which corresponds to the
planar heptagrammal form of a {7/3} heptagon (bottom). The reference basis is
shown by the black vectors, while the gray (online: red) indices give the columns of
the scaling matrix. The eigenvalues are: 4.04892, 1, −0.692021, and −0.356896
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by {5} (convex regular polygon), and a pentagram by {5/2} (nonconvex star
polygon). In case of rational p = m/n, m means a 2D object with m vertices
where every n-th vertex is connected giving an n-gram. n is also the number
of different polygons in an n-gram.

Heptagonal (tetrakaidecagonal) tilings can be generated either based on the
nD approach or by substitution rules. In the first case it can have the PV
property, in the second case it cannot. Finite atomic surfaces and, conse-
quently, a pure point Fourier spectrum on one hand, and a substitution rule
on the other hand mutually exclude each other for axial symmetries 7, 9,
11, or greater than 12. If generated based on the nD approach, a heptagonal
tiling does not exhibit perfect matching rules, it just obeys the alternation
condition, which is a kind of weak matching rule (Fig. 1.15). In Fig. 1.17, it
is illustrated that the alternation condition does not apply to approximants.

Generally speaking, canonical projection tilings with a substitution rule,
cannot have rotational symmetry of order 7, 9, 11, or greater than 12, because
their scaling would have to be an algebraic number of rank at least 3, while
canonical projection tilings with a substitution rule have quadratic scaling
[14]. It has been shown, that a PV rhomb substitution rule with cubic or
greater scaling will not have a polytope window [31].

Pisot scaling factor and the diffraction pattern If a tiling is a prim-
itive substitution tiling, it has a non-trivial Bragg diffraction spectrum only
if the scaling factor (the largest eigenvalue of the substitution matrix) is a
Pisot number. That implies that wave vectors exist for which the structure
factor does not converge to zero for an infinite volume tiling (constructive

Fig. 1.17. The alternation condition does not apply in the case of approximants.
Three different approximants to the heptagonal tiling with one and the same unit
cell size (dashed line) are shown. Below the tilings, the violation of the alternation
rule is demonstrated on one lane for each case
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interference). For an infinite tiling one needs n substitutions with n approach-
ing infinity. The structure factor is then the product of n iterations. The n-th
substitution contributes its Fourier transform to the structure factor, with the
n-th power of the scaling factor in the exponential function. This product does
not converge to zero for n approaching infinity and we have constructive in-
terference only if the n-th power of the scaling factor converges to an integer,
as is the case for Pisot numbers. Else, every substitution leads to differently
phased waves leading to destructive interference.

All canonical projection tilings are self-similar with a Pisot scaling factor
and well defined, finite atomic surfaces. They have, therefore, always non-
trivial Bragg diffraction spectra.

All heptagonal (tetrakaidecagonal) tilings considered in this book are
canonical projection tilings and can equally be generated by the cut-and-
project method (see Chap. 3.6.2). They have Pisot scaling factors as required
for finite (non-fractal) atomic surfaces and a pure-point Fourier spectrum.

1.2.5 Octagonal Tiling

The octagonal (8-fold) tiling was first studied independently by R. Ammann
in 1977 and F. P. M. Beenker in 1981, at that time a student of the
Dutch mathematician N. G. de Bruijn. Beenker discovered an octagonal
tiling with substitution rule and derived a way to obtain octagonal tilings
by the strip-projection method [1]. The octagonal tiling shown in Fig. 1.18,
called Ammann–Beenker tiling, has perfect matching rules and belongs to
the PLI class.

It can be obtained as dual to two periodic 4-grids rotated by π/4 against
each other. If the prototiles are decorated with line segments, quasiperiodically
spaced straight lines result when assembled to a tiling. They have been clas-
sified as primary and secondary Ammann lines. The dual to the primary Am-
mann quasilattice is the tiling itself. The ratio of the long to the short intervals
between the primary Ammann lines amounts to 1+1/ω = 1 +

√
2/2 = 1.707.

The secondary Ammann lines extend over the tile boundaries and correspond
to a perfect matching rule [34]. They can also be obtained by local decoration
of the tiles with line segments leading to 4 different rhombs, 5 squares, and
their enantiomorphs. The secondary Ammann quasilattice is locally isomor-
phic to the primary one, rotated by π/8 and scaled down by a factor

√
2. The

alternation condition is only a weak matching rule for the octagonal tiling and
enforces rather quasiperiodic tilings with only 4-fold symmetry.

The set of vertices of the octagonal Ammann–Beenker tiling MOT is a sub-
set of the vector module M =

{
r =

∑3
i=0 niarei

∣
∣
∣ei = (cos 2πi/8, sin 2πi/8)

}
,

with the tile edge length ar. Scaling by the matrix S yields an isomorphic tiling
enlarged by a factor δs = 1 +

√
2

S · MOT = (1 +
√

2)MOT (1.30)
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Fig. 1.18. The octagonal Ammann–Beenker tiling with matching rules, primary
Ammann-line decoration [34] and a patch of supertiles (white) forming a covering
cluster (cf. [2]). The covering cluster exists in two different copies which are mirror-
symmetric along the long diagonal of the overlapping rhomb tile. The alternation
condition is illustrated by the lane of tiles shown below the tiling. It requires that the
two types of rhomb tiles, which are related by mirror symmetry, have to alternate
along the lane

with

S =

⎛

⎜
⎜
⎝

1 1 0 1̄
1 1 1 0
0 1 1 1
1̄ 0 1 1

⎞

⎟
⎟
⎠

D

=

⎛

⎜
⎜
⎜
⎝

1 +
√

2 0 0 0
0 1 +

√
2 0 0

0 0 1 −
√

2 0
0 0 0 1 −

√
2

⎞

⎟
⎟
⎟
⎠

V

=

(
S‖ 0

0 S⊥

)

V

. (1.31)
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Diagonalisation of S, defined on the vector star arei (D basis), yields the
eigenvalues of the scaling matrix on the cartesian (V ) basis, the quadratic
Pisot numbers

λ1 = 1 + 2 cos 2π/8 = 1 +
√

2 = 2.41421,

λ2 = 1 + 2 cos 6π/8 = 1 −
√

2 = −0.41420. (1.32)

The first eigenvalue is called silver mean or silver ratio δs, in analogy to the
golden mean τ .

The silver mean (ratio) δs The silver ratio δs = 1+
√

2, can be represented
by the continued fraction expansion

δs = 2 +
1

2 + 1

2+ 1
2+...

. (1.33)

The convergents ci are just ratios of two successive Pell numbers, with P0 = 0,
P1 = 1, Pn = 2Pn−1 + Pn−2,

c1 = 2/1, c2 = 5/2, c3 = 12/5, . . . , cn =
Pn+1

Pn
. (1.34)

The ratio of the frequencies of the square to the rhomb tiles in the tiling is
1 :

√
2, and that of the two mirror symmetrical rhombs is the same. The ratio

of the areas of a square to a rhomb tile is
√

2 : 1. Consequently, the total area
of the tiling covered by squares equals that covered by rhombs.

An octagonal patch of two corner-linked squares plus four rhomb tiles can
be used as covering cluster [2]. If the edges are properly arrowed than the
Ammann–Beenker tiling can be obtained if the number of octagon clusters is
maximized at the same time. An alternative to arrowing is using the inflated
(concerning the number of tiles) unarrowed octagonal patch, which has the
same overlapping constraints.

In Fig. 1.19, we show an octagonal tiling generated by the nD approach
(see Chap. 3.6.3). The alternation condition is fulfilled in the tiling, as is shown
exemplarily on two lanes below the tiling in the figure.

1.2.6 Dodecagonal Tiling

Many different dodecagonal (12-fold) tilings have been studied so far. One of
the best investigated is the Socolar tiling. It is composed of three prototiles,
a regular hexagon (H), a square (S), and a π/6 rhomb (R), which appear in
two enantiomorphic (mirror-symmetric) forms concerning the matching rules
[34] (Fig. 1.20). It belongs to the PLI class of tilings. The tilings scale with
the factor ξ = 2 +

√
3 = 3.73205. The ratios of tile frequencies are H : S : R =

1 :
√

3 :
√

3 for both enantiomorphs.
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Fig. 1.19. Octagonal tiling generated by the nD approach. The alternation condi-
tion is illustrated by the lanes of tiles shown below the tiling. It requires that the
two types of rhomb tiles related by mirror symmetry alternate along the lane

By proper decoration of the tiles with line segments, a primary and a
secondary Ammann quasilattice can be obtained. The ratio of the long to
the short intervals between the primary Ammann lines amounts to 1 + 1/ξ =
1.26795. The dual of the primary Ammann quasilattice is just the original
tiling itself. The secondary Amman quasilattice can only be obtained either
by non-local decoration of the prototiles with line segments or by local deco-
ration of 3 rhomb tiles, 5 squares, and 5 hexagons plus their enantiomorphs.
The secondary Ammann quasilattice is locally isomorphic to the primary one
rotated by π/12 and scaled down by a factor 2 cos π/12 = 1.93185. The do-
decagonal Socolar tiling can also be obtained as the dual of two superimposed
periodic 3-grids rotated by π/6 against each other. The ordering of tiles along
each lane of tiles satisfies the alternation condition. However, this weak match-
ing rule enforces only quasiperiodic tilings with at least hexagonal symmetry.
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Fig. 1.20. Dodecagonal Socolar tiling with primary Ammann lines (cf. [34]). The
prototiles are shown in their two enantiomorphic forms. The matching rule is defined
by arrows as well as a key, which is shown enlarged at bottom right

An example for a dodecagonal rhomb tiling is shown in Fig. 1.21. This
tiling can be generated using the nD approach (see Chap. 3.6.5) and is a
canonical projection tiling. The dodecagonal rhomb tiling satisfies the alter-
nation condition, as visualized in Fig. 1.21.

Like the Socolar tiling, the dodecagonal rhomb tiling is also composed of
three prototiles. Two of them, the square and the π/6 rhomb are also building
units of the Socolar tiling, while the third tile, the hexagon, is substituted
in the dodecagonal rhomb tiling by a π/3 rhomb. The eigenvalues are the
quadratic Pisot numbers

λ1 = 1 + 2 cos 2π/12 = 1 +
√

3 = 2.73205,

λ2 = 1 − 2 cos 2π/12 = 1 −
√

3 = −0.73205.
(1.35)
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Fig. 1.21. Dodecagonal tiling generated by the nD approach.The alternation con-
dition is illustrated by the lane of tiles shown below the tiling. It requires that the
three types of rhomb tiles alternate along the lane in a mirror symmetric way

They are the eigenvalues of the scaling matrix

S =

⎛

⎜⎜
⎝

1 2 0 1̄
1 1 1 0
0 1 1 1
1̄ 0 2 1

⎞

⎟⎟
⎠

D

(1.36)

according to a basis as defined in Fig. 1.22, where the scaling symmetry is
visualized. The indices shown in Fig. 1.22 give the columns of the scaling
matrix. This scaling symmetry corresponds to the planar dodecagrammal form
of the star dodecagon with Schläfli symbol {12/5}.
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0 0 0 1

1  1 0 1

2 1 1 0

0 1 1 2-

-

1 0 1 1

0 0 1 0

0 1 0 0

1 0 0 0

Fig. 1.22. Scaling symmetry of a tiling (top) which corresponds to the planar
dodecagrammal form of a {12/5} dodecagon (bottom). The reference basis is shown
by the black vectors, while the gray (online: red) indices give the columns of the
scaling matrix. The eigenvalues are 2.73205 and −0.73205

1.2.7 2D Random Tilings

Two-dimensional random tilings can be obtained by randomizing strictly
quasiperiodic tilings, particularly via phason flips. This has been performed
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in several studies, for instance [38, 40]. Generally, the non-geometrical
constraints forcing an on-average quasiperiodic tiling in combination with
the maximization the configurational entropy have to be much stronger than
in the 3D case.

For instance, by relaxing the overlap rules of the Gummelt covering
(Fig. 1.13(i)) one can obtain random decagon coverings [12] (Fig. 1.13(f), (g)).
The decagon centers form a random pentagon tiling and the pentagon centers
a random HBS supertiling, called two-level random PT. In Fig. 1.13(i) a fully
relaxed overlapping rule is shown. If only the single arrows in Fig. 1.13(h)
are abandoned, then we get an intermediate overlap rule [7]. The resulting
tilings are related to random rhomb PT, which still satisfy the double-arrow
condition, and are called four-level random PT.

1.3 3D Tilings

There is just a single 3D tiling relevant for serving as quasilattice of real qua-
sicrystals. This is the 3D Penrose or Ammann tiling, which underlies icosahe-
dral QC as it is known so far. Another useful tiling for model calculations is
the 3D cube Fibonacci tiling, which is just an extension of the 2D square FS
(see Sect. 1.1.3).

1.3.1 3D Penrose Tiling (Ammann Tiling)

The 3D analogue to the Penrose tiling is called 3D Penrose tiling (3D PT) or
Ammann tiling [21, 23, 35, 37]. It consists of two kinds of unit tiles: a prolate
and an oblate rhombohedron with equal edge lengths ar (Fig. 1.23).

The acute angles of the rhombs covering these rhombohedra amount to
αr = θ = arctan (2) = 63.44◦. The volumes of the unit tiles are given by

Vp =
4
5
a3

r sin
2π

5
, Vo =

4
5
a3

r sin
π

5
=

Vp

τ
(1.37)

Fig. 1.23. The two unit tiles of the Ammann tiling: a prolate (left) and an oblate
(right) rhombohedron with equal edge lengths ar
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and their relative frequencies in the Ammann tiling are τ : 1. Therefrom the
point density Dp results to

Dp =
τ + 1

τVp + Vo
=

τ

a3
r

sin
2π

5
. (1.38)

The set of vertices of the Ammann tiling MAT is

MAT =
{

π‖(r)
∥∥
∥π⊥(r) ∈ Ti, i = 1, . . . , 60

}
(1.39)

with r =
∑6

j=1 njdj , nj ∈ Z. The 60 trigonal pyramidal subdomains Ti of the
triacontahedron correspond to

Ti =

⎧
⎨

⎩
t=

3∑

j=1

xjej

∥
∥∥x1 ∈ [0, λ], x2 ∈ [0, λ − x1], x3 ∈ [0, λ − x1 − x2]

⎫
⎬

⎭
(1.40)

with λ the central distance of the vertices and ej vectors pointing to adjacent
vertices of the triacontahedron.

There are several sets of matching rules known for the 3D Penrose tiling.
The perhaps most relevant one for the growth of real icosahedral quasicrystals
have been derived by [35]. They are not based on the two prototiles, the oblate
and the prolate rhombohedron, but on four zonohedra: (a) a triacontahedron
(10 oblate + 10 prolate tiles), (b) a rhombic icosahedron (5 oblate + 5 prolate
tiles) (c) a rhombic dodecahedron (2 oblate + 2 prolate tiles), (d) a single
prolate rhombohedron (see Fig. 2.6). These new prototiles, properly decorated
by segments of planes, produce infinite, quasiperiodically spaced planes that
run throughout the tiling. In analogy to the Ammann lines in the case of the
2D Penrose tiling, these planes are called Ammann planes . This matching rule
produces just a single LI class, which is different from that obtained from the
6D approach.

1.3.2 3D Random Tilings

Due to geometrical constraints, 3D random tilings can be on average quasiperi-
odic. However, the stabilization by high configurational entropy is only pos-
sible at high temperatures. Geometrically, random tilings can be obtained by
starting from a strictly ordered tiling and subsequent randomization of the
tiling by phason flips (Fig. 1.24). This can be performed by Monte Carlo sim-
ulations flipping the interior of rhombic dodecahedra consisting of two prolate
and two oblate rhombohedra. The diffraction pattern of a 3D random tiling,
constituted by the right ratio of Penrose rhombohedra without matching rules,
was shown to exhibit sharp Bragg-like peaks and strong phason diffuse scat-
tering [39].

Geometrically, the average structure of a random tiling can be described to
some extent by the nD approach, if the sharp reflections are taken for Bragg
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Fig. 1.24. Characteristic dodecahedron of two prolate and two oblate Penrose rhom-
bohedra illustrating the action of a phason flip

reflections. Then the resulting atomic surface will not be dense and will not
obey the closeness condition. For the consequences for structure analysis see
[18]. For a general discussion of random tiling models see [17].

References

1. F.P.M. Beenker, Algebraic Theory of Non-periodic Tilings of the Plane by Two
Simple Building Blocks: a Square and a Rhombus. Eindhoven Technical Univer-
sity of Technology, TH-Report, 82-WSK04 (1982)

2. S.I. Ben-Abraham, F. Gähler, Covering cluster description of octagonal MnSiAl
quasicrystals. Phys. Rev. B 60, 860–864 (1999)

3. N.G.D. Bruijn, Dualization of Multigrids. J. Phys. (France) 47, 9–18 (1986)
4. F. Gähler, M. Baake, M. Schlottmann, Binary tiling quasicrystals and matching

rules. Phys. Rev. B. 50, 12458–12467 (1994)
5. A. Bienenstock, P.P. Ewald, Symmetry of Fourier Space. Acta Crystallogr. 15,

1253–1261 (1962)
6. F. Gähler, J. Rhyner, Equivalence of the Generalized Grid and Projection Meth-

ods for the Construction of Quasi-Periodic Tilings. J. Phys. A: Math. Gen. 19,
267–277 (1986)

7. F. Gähler, M. Reichert, Cluster models of decagonal tilings and quasicrystals.
J. Alloys Comp. 342, 180–185 (2002)

8. M. Gardner, Mathematical Games. Sci. Amer. 236, 110–121 (1977)
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22. F. Lançon, L. Billard, Two-dimensional system with a quasicrystalline ground
state. J. Phys. (France) 49, 249–256 (1988)

23. D. Levine, P.J. Steinhardt, Quasicrystals. I. Definition and Structure. Phys.
Rev. B 34, 596–616 (1986)

24. R. Lifshitz, The square Fibonacci tiling. J. Alloys Comp. 342, 186–190 (2002)
25. E.A. Lord, S. Ranganathan, The Gummelt decagon as a ‘quasi unit cell’. Acta

Crystallogr. A 57, 531–539 (2001)
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2

Polyhedra and Packings

Ideal crystal structures are characterized by their space group, metrics of the
unit cell and the kind of atoms occupying the Wyckoff (equipoint) positions.
Depending on the structure type, it may be useful to describe a structure as
packing of atoms or larger structural units such as chains, columns, bands,
layers, or polyhedra. We will focus in this chapter on polyhedra and their
space-filling packings. This can be very useful for analyzing and understanding
the geometry of quasiperiodic structures. One has to keep in mind, however,
that these polyhedra may just be geometrical units and not necessarily crystal-
chemically well-defined entities (atomic clusters; for a detailed discussion see
Sect. 10.3).

In physical space, the geometry of quasiperiodic structures can be likewise
discussed based on tilings or coverings, which are decorated by atoms or by
larger structural subunits (clusters). All quasicrystal structures known so far
can be well described based on polyhedral clusters. Whether these clusters
are more than just structural subunits is not clear yet. Anyway, a discus-
sion of the most important polyhedra and their space-filling properties will
be crucial for understanding the structures of quasicrystals and their approx-
imants.

The group–subgroup relationships between polyhedra and their pack-
ings with icosahedral and those with cubic point group symmetry are
shown in Fig. 2.1. The first obvious but remarkable property of icosahe-
dral clusters is that they are invariant under the action of the cubic point
groups 23 or 2/m3̄, depending on whether or not they are centrosymmet-
ric. Consequently, from a geometrical point of view, there is no need to
distort an icosahedral cluster for fitting it into a cubic unit cell without
breaking the cubic symmetry. Distortions may only be necessary if we con-
sider the densest packings of icosahedral clusters on a periodic (cubic)
lattice.
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Fig. 2.1. Group-subgroup relationships between the holohedral icosahedral point
group 2/m3̄5̄ and some of its subgroups arranged according to the group order k

In the following sections, we present the well known regular and semireg-
ular polyhedra and discuss their packings.1

2.1 Convex Uniform Polyhedra

A convex polyhedron is called regular if its faces are all equal and regular
(equilateral and equiangular) surrounding all vertices (corners) in the same
way (with the same solid angles). In other words, regular polyhedra are face-
transitive and vertex-transitive. Without the second condition, one obtains
the non-uniform face-regular (face-transitive) polyhedra, such as the rhombic
dodecahedron, triacontahedron, or the pentagonal bipyramid. In 3D, there are
exactly five regular polyhedra, the Platonic solids (Fig. 2.2). These are the
tetrahedron, 4̄3m: {3,3}; the octahedron, 4/m3̄2/m: {3,4}; the hexahedron
(cube), 4/m3̄2/m: {4,3}; the icosahedron, 2/m3̄5̄: {3,5}; and the dodecahe-
dron, 2/m3̄5̄: {5,3}. The orientational relationship to the cubic symmetry is
indicated by a cubic unit cell in each case (Fig. 2.2). The Schläfli symbol
{p, q} denotes the type of face (p-gon), where p is its number of edges and q
the number of faces surrounding each vertex. A polyhedron can also be char-
acterized by its vertex configuration, which just gives the kind of polygons
along a circuit around a vertex. A polyhedron {p, q} has the vertex configu-
ration pq.

1 We will use the notion introduced by Lord, E. A., Mackay, A. L., Ranganathan,
S.: New Geometries for New Materials. Cambridge University Press, Cambridge
(2006)
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Fig. 2.2. The five Platonic solids inscribed in cubic unit cells to show their orien-
tational relationships to the 2- and 3-fold axes of the cube: tetrahedron, {3,3} 33,
octahedron, {3,4} 34, hexahedron (cube), {4,3} 43, icosahedron, {3,5} 35, dodeca-
hedron, {5,3} 53

The dual {q, p} of any of the Platonic solids {p, q} is a Platonic solid again.
The tetrahedron is its own dual, cube and octahedron are duals of each other,
and so are the icosahedron and the dodecahedron. The circumspheres of the
Platonic solids pass through all vertices, the midspheres touch all edges and
the inspheres all faces.

The other kind of convex uniform polyhedra, i.e. with one type of vertex
surrounding only (vertex-transitive), are the semi-regular polyhedra. Their
characteristic is that their faces are all regular polygons, however, of at least
two kinds, i.e. they are facially regular but not face-transitive. They include
the 13 Archimedean solids (Table 2.1 and Fig. 2.3) and infinitely many prisms
and antiprisms with n-fold symmetry.

The prisms consist of two congruent n-gons plus n squares, 42.n, and have
point symmetry N/mmm. The antiprisms consist of two twisted congruent
n-gons plus n equilateral triangles, 33.n, with point symmetry 2Nm2. Conse-
quently, the only antiprism with crystallographic symmetry is the octahedron,
34. The square antiprism, 33.4, has point symmetry 8̄m2 and the hexagonal
antiprism, 33.6, 12m2.

The Archimedean solids can all be inscribed in a sphere and in one of the
Platonic solids. In Table 2.1 some characteristic values of the Archimedean
polyhedra are listed. The snub cube and the snub dodecahedron can occur in
two enantimorphic forms each. The cuboctahedron and the icosidodecahedron
are edge-uniform as well and called quasi-regular polyhedra. The truncated
cuboctahedron and the icosidodecahedron are also called great rhombicuboc-
tahedron and great rhombicosidodecahedron, respectively. The syllable rhomb
indicates that one subset of faces lies in the planes of the rhombic dodecahe-
dron and rhombic triacontahedron, respectively.

The duals of the Archimedean solids are the Catalan solids. Their faces
are congruent but not regular, i.e. they are face-transitive but not vertex-
transitive. While the Archimedan solids have circumspheres, their duals have
inspheres. The midspheres, touching the edges are common to both of them.
The two most important cases for quasiperiodic structures are the rhombic
dodecahedron V(3.4)2, i.e. the dual of the cuboctahedron, and the rhombic tri-
acontahedron V(3.5)2, i.e. the dual of the icosidodecahedron (Fig. 2.3 (n) and
(o)). The face configuration is used for the description of face-transitive poly-
hedra. It corresponds to a sequential count of the number of faces that exist
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Table 2.1. Characteristic data for the thirteen Archimedean solids and of two of
their duals (below the horizontal line). Faces are abbreviated tri(angle), squ(are),
pen(tagon), hex(agon), oct(agon), dec(agon), rho(mb). In the last column, the ratio
of the edge length as of the faces to the edge length of the circumscribed polyhe-
dron (Platonic solid) ap is given, where p = c(ubic), t(etrahedron), o(ctahedron),
i(cosahedron), d(odecahedron), m(idsphere radius)

Name Vertex
Config-
uration

Faces Edges Vertices Point
Group

Typical Ra-
tios p : as/ap

Truncated tetrahedron 3.62 4 tri,
4 hex

18 12 4̄3m t : 1/3

Cuboctahedron (3.4)2 8 tri,
6 squ

24 12 m3̄m c : 1/
√

2

Truncated cube 3.82 8 tri, 6 oct 36 24 m3̄m c :
√

2 − 1

Rhombicuboctahedron 3.43 8 tri,
18 squ

48 24 m3̄m c :
√

2 − 1

Truncated cubo-
ctahedron

4.6.8 12 squ,
8 hex,
6 oct

72 48 m3̄m c : 2/7(
√

2 − 1)

Truncated octahedron 4.62 8 tri, 6 oct 36 24 m3̄m c : 1/2
√

2
Snub cubea 34.4 32 tri,

6 squ
60 24 432 c : 0.438

Icosidodecahedron (3.5)2 20 tri,
12 pen

60 30 m3̄5̄ i : 1/2

Truncated dodecahe-
dron

3.102 20 tri,
12 dec

90 60 m3̄5̄ d : 1/
√

5

Truncated icosahedron 5.62 12 pen,
20 hex

90 60 m3̄5̄ i : 1/3

Rhombicosi-
dodecahedron

3.4.5.4 20 tri,
30 squ,
12 pen

120 60 m3̄5̄ d :
√

5 + 1/6

Truncated icosidodeca-
hedron

4.6.10 30 squ,
20 hex,
12 dec

180 120 m3̄5̄ d :
√

5 + 1/10

Snub dodecahedrona 34.5 80 tri,
12 pen

150 60 235 i : 0.562

Rhombic dodecahedron V(3.4)2 12 rho 24 14 m3̄m m : 3
√

2/4

Rhombic triaconta-
hedron

V(3.5)2 30 rho 60 32 m3̄5̄ m : (5 −
√

5)/4

aTwo enantiomorphs

at each vertex around a face. For instance, V(3.4)2 means that at the vertices
of the 4-gon, which is a rhomb in this case, 3 or 4 faces, respectively, meet.
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Fig. 2.3. The 13 Archimedean solids: (a) truncated tetrahedron, 3.62, (b) cuboc-
tahedron, (3.4)2, (c) truncated cube, 3.82, (e) (small) rhombicuboctahedron, 3.43,
(f) truncated cuboctahedron (great rhombicuboctahedron), 4.6.8, (d) truncated oc-
tahedron, 4.62, (g) snub cube, 34.4, only one enantiomorph shown, (h) icosido-
decahedron, (3.5)2, (i) truncated dodecahedron, 3.102, (j) truncated icosahedron,
5.62, (k) (small) rhombicosidodecahedron, 3.4.5.4, (l) truncated icosidodecahedron
(great rhombicosidodecahedron), 4.6.10, (m) snub dodecahedron, 34.5, only one
enantiomorph shown. The rhombic dodecahedron, V(3.4)2 (n), and the rhombic
triacontahedron, V(3.5)2 (o), are duals of the cuboctahedron (b) and the icosido-
decahedron (h) and belong to the Catalan solids
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2.2 Packings of Uniform Polyhedra with Cubic
Symmetry

The cube is the only regular polyhedron that can tile 3D space without gaps
and overlaps. The space group symmetry of the resulting tesselation is just
that of a cubic lattice and denoted as P4/m3̄2/m : 43. The truncated octahe-
dron (Kelvin polyhedron, Voronoi cell of the bcc lattice), Im3̄m : 4.62, is the
only semi-regular polyhedron which can be packed space-filling, i.e. without
gaps and overlaps, yielding a body-centered cubic (bcc) tiling. In all other
cases, at least two types of (semi-)regular polyhedra are needed for space
filling (Table 2.2).

Truncated cubes can be packed sharing the octagonal faces, the remain-
ing voids are filled by octahedra (Fig. 2.4(b)). Octahedra are also needed to
make the packing of square-sharing cuboctahedra space filling (Fig. 2.4(c)).
The gaps left in an edge connected framework of octahedra can be filled by
tetrahedra (Fig. 2.4(d)). The same is true for a packing of hexagon sharing
truncated tetrahedra (Fig. 2.4(e)).

A bcc packing of truncated cuboctahedra, which touch each other with
their hexagonal faces, need octagonal prisms for filling the gaps (Fig. 2.4(f)).
Three polyhedra are needed for the following six packings. Square-sharing

Table 2.2. Space-filling packings of regular and semi-regular polyhedra with cubic
symmetry

Polyhedra Fig. 2.4 Space group: Symbols

Truncated octahedra (a) Im3̄m : 4.62

Truncated cubes + octahedra (b) Pm3̄m : 3.82 + 34

Cuboctahedra + octahedra (c) Pm3̄m : 3.4.3.4 + 34

Octahedra + tetrahedra (d) Fm3̄m : 33 + 34

Truncated tetrahedra + tetrahedra (e) Fd3̄m : 3.62 + 33

Truncated cuboctahedra +
octagonal prisms

(f) Im3̄m : 4.6.8 + 42.8

Rhombicuboctahedra +
cuboctahedra + cubes

(g) Pm3̄m : 3.43 + 3.4.3.4 + 43

Rhombicuboctahedra + cubes +
tetrahedra

(h) Fm3̄m : 3.43 + 43 + 33

Truncated cuboctahedra +
truncated octahedra + cubes

(i) Pm3̄m : 4.6.8 + 4.62 + 43

Truncated octahedra +
cuboctahedra + truncated (Friauf)
tetrahedra

(j) Fm3̄m : 4.62 + 3.4.3.4 + 3.62

Truncated cuboctahedra +
truncated cubes + truncated
tetrahedra

(k) Fm3̄m : 4.6.8 + 3.82 + 3.62

Rhombicuboctahedra + truncated
cubes + octagonal prisms + cubes

(l) Pm3̄m : 3.43 + 3.82 + 42.8 + 43
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a b c

d e f

g h i

j k l

Fig. 2.4. Packings of regular and semi-regular polyhedra with resulting cubic sym-
metry (see also Table 2.2). (a) Truncated octahedra, (b) truncated cubes + octa-
hedra, (c) cuboctahedra + octahedra, (d) octahedra + tetrahedra, (e) truncated
tetrahedra + tetrahedra, (f) truncated cuboctahedra + octagonal prisms, (g) rhom-
bicuboctahedra + cuboctahedra + cubes, (h) rhombicuboctahedra + truncated
cubes + octagonal prisms + cubes, (i) truncated cuboctahedra + truncated oc-
tahedra + cubes, (j) truncated octahedra + cuboctahedra + truncated tetrahedra,
(k) truncated cuboctahedra + truncated cubes + truncated tetrahedra (l) rhom-
bicuboctahedra + truncated cubes + octagonal prisms + cubes

rhombicuboctahedra in a primitive cubic arrangement leave holes which can
be filled by cubes and cuboctahedra in the ratio 1:3:1 (Fig. 2.4(g)). The gaps
in a face-centered cubic packing of square sharing rhombicuboctahedra can
be filled by cubes and tetrahedra (Fig. 2.4(h)).
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Truncated cuboctahedra, in contact with their octagonal faces, form gaps
to be filled with cubes and truncated octahedra (Fig. 2.4(i)). Truncated octa-
hedra are fully surrounded by cuboctahedra, sharing the square faces, and by
truncated tetrahedra linked by the hexagonal faces (Fig. 2.4(j)). This com-
pound can be packed without gaps. Square-sharing truncated cuboctahedra
form a fcc packing with voids, which can be filled with truncated cubes and
truncated tetrahedra (Fig. 2.4(k)). Finally, a packing that needs four types of
uniform polyhedra to be space filling: Truncated cubes linked via octagonal
prisms form a primitive cubic tiling with rhombicuboctahedra in the center
of the cubic unit cell and cubes filling the residual gaps (Fig. 2.4(l)).

2.3 Packings and Coverings of Polyhedra
with Icosahedral Symmetry

There is no way to pack semi-regular polyhedra with icosahedral symmetry in
a space-filling way, neither periodically nor quasiperiodically. However, allow-
ing slight distortions (a few degrees) opens the way to numerous packings. For
instance, four slightly deformed face-sharing pentagondodecahedra can form a
tetrahedral cluster. Such clusters can be arranged in a diamond-structure-type
network. Slightly distorted face-sharing pentagondodecahedra can also deco-
rate the vertices and mid-edge positions of prolate and oblate Penrose rhom-
bohedra forming the basic units of hierarchical (quasi)periodic structures.

Due to their group-subgroup relationship to cubic symmetry, edge or face-
sharing icosahedra or pentagondodecahedra can be arranged on the vertices
of cubic lattices in a non-space-filling way. It is also possible to create helical
structures by face-sharing icosahedra or pentagondodecahedra.

3D coverings are gapless space-filling decorations of 3D tilings with par-
tially overlapping polyhedra. The simplest case is a covering with tetrahedra.
The tetrahedra overlap in small tetrahedral regions close to the corners. In
other words, this covering corresponds to the packing of truncated tetrahedra
and tetrahedra (Fig. 2.4(e)).

Triacontahedra can overlap by sharing a part of their vertices and volumes
in two ways. Along the 5-fold direction, their shared volume corresponds to
a rhombic icosahedron (Fig. 2.5(a)), and along the 3-fold direction just to an
oblate golden rhombohedron (Fig. 2.5(b)). The vertices inside of two triacon-
trahedra interpenetrating along the 2-fold direction form a rhombic dodeca-
hedron (Fig. 2.5(c)). The shared volume, however, is larger. Two faces of the
rhombic dodecahedron are capped due to two additional vertices generated at
the intersection of two edges each (Fig. 2.5(c)). The triacontahedron, as well
as the rhombic icosahedron and dodecahedron are zonohedra. The edges of
zonohedra are oriented in n directions. The number of faces equals n(n − 1).
Starting with the triacontahedron (Fig. 2.6(a)), with n = 6, and removing
one zone of faces, we get the rhombic icosahedron (Fig. 2.6(b)). Again re-
moving one zone yields the rhombic dodecahedron (Fig. 2.6(c)), although a
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a b c

Fig. 2.5. Triacontahedra overlapping along the (a) 5-, (b) 3- and (c) 2-fold direc-
tions. The shared volumes, a rhombic icosahedron (a), an oblate golden rhombohe-
dron and a rhombic dodecahedron (c), respectively, are marked

a b c d

Fig. 2.6. The sequence of zonohedra resulting after repeated removal of zones
(marked yellow): (a) Triacontahedron, (b) rhombic icosahedron, (c) rhombic do-
decahedron, and (d) prolate golden rhombohedron

zonohedron as well, it is different from the one resulting as the dual of the
cuboctahedron. While the first one is oblate, the latter one is more isometric.
Finally, we obtain the prolate golden rhombohedron, one of the two prototiles
of the 3D Penrose tiling (Ammann tiling) (Fig. 2.6(d)).

The rhombic triacontahedron is an edge- and face-transitive zonohedron
(Catalan solid), dual to the icosidodecahedron. It is composed of 30 golden
rhombs which are joined at 60 edges and 32 vertices, twelve 5-fold, and twenty
3-fold ones. The short diagonals of the rhombs form the edges of a pentagon-
dodecahedron, the long diagonals an icosahedron. The faces of the triaconta-
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hedron are rhombs with edge length ar and with acute angle αr

αr = arccos(
1√
5
). (2.1)

The long and short diagonals are

dlong = 2ar

√
5 +

√
5

10
= τdshort, dshort = 2ar

√
5 −

√
5

10
. (2.2)

The volume of the triacontahedron amounts to V = 4a3
√

5 + 2
√

5, the surface
to A = 12a2

√
5. The dihedral angle between two faces is 2π/5. The rhombic

triacontahedron forms the hull of the projection of a 6D hypercube to 3D. A
cube can be inscribed sharing 8 vertices of the subset of 20 of the dodeca-
hedron. The edge length of the cube equals the long diagonal of the golden
rhomb and any of the dodecahedron. The radius of the circumsphere is τar.

The icosahedral cluster shell is the optimum polyhedron for 12-fold
coordination and a size ratio of 0.902 of the central atom to the coordinating
atoms. In case of uniform spheres (size ratio 1), there is 12-fold coordination
as well, leading to a cuboctahedron in the ccp case and to an anticubocta-
hedron (triangular orthobicupola) in the hcp case. Larger clusters that are
typical for quasicrystals and their approximants, usually contain icosahedral
and dodecagonal shells which then form triacontahedral clusters. Therefore,
it is important to know the way such clusters can be packed periodically as
well as quasiperiodically.

Packing triacontahedra along their 2-fold axes by sharing one face leads
to a primitive cubic packing (Fig. 2.7(a)). In the center, between eight tria-
contrahedra, there is an empty space left with the shape of a dimpled tria-
contahedron. The vertices in the centers of the dimples form a cube (see Fig.
2.7(a)). This packing can also be seen as covering of triacontahedra located at
the vertices of a bcc lattice. The triacontahedra share an oblate rhombohedron
along each space diagonal (3-fold axis) of the cubic unit cell.

Since icosahedral quasicrystals show close resemblance to cluster-decorated
Ammann tilings, it is worthwhile to discuss the way the prototiles can be
decorated by triacontahedra. Along the face diagonals of the golden rhombs
as well as along the edges, the tricontahedra share one face, along the 3-fold
diagonals one oblate rhombohedron. Face sharing triacontahedra decorating
the 30 vertices of an icosidodecahedron and the 12 vertices of an icosahedron
form a cluster, the envelope of which is again a rhombic triacontahedron.2

2 Sándor Kabai: 30+12 Rhombic Triacontahedra. The Wolfram Demonstrations
Project http://demonstrations.wolfram.com/3012RhombicTriacontahedra/
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a b c

Fig. 2.7. (a) Packing of triacontahedra by sharing a face along each of the eight
2-fold directions. (b) The remaining empty space has the shape of a dimpled triacon-
tahdron, i.e. a triacontahedron with eight oblate rhombohedra removed. (c) Packing
of a triacontahedron into one of the twelve pentagonal dimples of a rhombic hexe-
contahedron

The formation of a compound of a triacontahedron with a stellated
triacontahedron is shown in Fig. 2.7(c). The stellated triacontahedron, called
rhombic hexecontahedron, consists of 20 prolate golden rhombohedra. The 12
vertices closest to the center of the star-polyhedron form an icosahedron.
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Higher-Dimensional Approach

The nD approach elegantly restores hidden symmetries and correlations of
quasiperiodic structures. Since it is based on reciprocal space information,
it is directly accessible from experimental diffraction data. nD crystallogra-
phy is an extension of the well developed 3D crystallography and many well-
established powerful 3D methods can be adapted for nD structure analysis.
The nD approach is also a prerequisite for understanding phason modes and
the structural relationships between quasicrystals and their approximants.
In this chapter, the nD embedding of 1D, 2D and 3D quasiperiodic tilings
presented in Chap. 1 will be discussed.

Aperiodic crystals such as quasicrystals lack lattice periodicity in par-
space. Their Fourier spectrum M∗

F = {F (H)} consists of δ-peaks on a
Z-module (an additive Abelian group)

M∗ =

{

H =
n∑

i=1

hia∗
i

∣
∣
∣hi ∈ Z

}

, (3.1)

of rank n (n > d) with basis vectors a∗
i , i = 1, . . . , n. In the embedding

approach, n determines the minimal dimension of the embedding space and
d that of the aperiodic crystal. In our considerations, the dimension d of the
aperiodic crystal usually equals the dimension of 3D par-space V ‖.

The dimension of the space in which n-fold rotational symmetry gets
compatible with mD lattice periodicity is shown in Table 3.1. Only even di-
mensions open up new possibilities. For existing quasiperiodic structures with
5-, 8-, 10- and 12-fold symmetry, embedding space dimensions up to four are
sufficient. For the description of artificial quasiperiodic structures, which may
be of interest for photonics, for instance, higher symmetries can be beneficial.
Then, embedding spaces with even higher dimensions will be needed.

With increasing number of dimensions, the number of symmetry groups
grows drastically (Table 3.2). Fortunately, only a rather small number of sym-
metry groups is needed for the description of quasicrystals. The restriction
that the projection of the nD point symmetry group onto 3D par-space has to
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Table 3.1. Dimension m of the space in which n-fold rotational symmetry gets
compatible with mD lattice periodicity ([12], [14])

m n

0 1
1 2
2 3, 4, 6
4 5, 8, 10, 12
6 7, 9, 14, 15, 18, 20, 24, 30
8 16, 21, 28, 36, 40, 42, 60
10 11, 22, 35, 45, 48, 56, 70, 72, 84, 90, 120

Table 3.2. Numbers of symmetry groups in dimensions up to D = 6 [41]. The
number of enantiomorphic groups to be added for the total number of symmetry
groups are given in parentheses

Symmetry group

D

1 2 3 4 5 6

Crystal systems 1 4 7 33 (+7) 59 251
Bravais lattices 1 5 14 64 (+10) 189 841
Point groups 2 10 32 227 (+44) 955 7 104
Space groups 2 17 219 (+11) 4783 (+111) 222 018 (+79) 28 927 922

(+7 052)

be isomorphous to the point group of the 3D quasiperiodic structure decreases
the number of relevant symmetry groups drastically. The point groups for ax-
ial quasiperiodic structures for the general and a few special cases are listed
in Table 3.3. The orientation of the symmetry elements in nD space is defined
by the isomorphism of the 3D and the nD point groups. One has to keep in
mind, however, that the action of an n-fold rotation can be different in the
two orthogonal subspaces V ‖ and V ⊥. There are only two point groups for
quasicrystals with icosahedral diffraction symmetry m3̄5̄, of order k = 120,
and 235, of order 60.

What is the physics behind the nD approach? A crystal structure
can be fully described by its lattice parameters, space group, and the con-
tent of the asymmetric unit. Of course, the symmetry of a structure is the
consequence and not the origin of its order. The existence of a lattice is the
usual consequence of packing copies of a finite number of structural building
units as dense as possible. For instance, the densest packing of a single layer
of uniform spheres automatically obeys the 2D space group symmetry p6mm.
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Table 3.3. 3D Point symmetry groups of axial quasicrystals [36]. Besides the general
case with n-fold rotational symmetry, a few practically relevant special cases are
given. k denotes the order of the group. Under ‘Type’ the corresponding periodic
crystal symmetry type is given

Point Group n = 5 n = 7 n = 8 n = 10 n = 12

Type k Conditions trigonal trigonal tetragonal hexagonal dodecagonal

n

m

2

m

2

m
4n n even

8

m

2

m

2

m

10

m

2

m

2

m

12

m

2

m

2

m

n̄ 2m 2n n even 8̄ 2m 10 2m 12 2m

n̄
2

m
4n n odd 5̄

2

m
7̄

2

m

nmm 2n n even 8mm 10mm 12mm

nm 2n n odd 5m 7m

n 2 2 2n n even 8 2 2 10 2 2 12 2 2

n 2 2n n odd 5 2 7 2

n

m
2n n even

8

m

10

m

12

m

n̄ 2n n even 8̄ 10 12

n̄ n n odd 5̄ 7̄

n n 5 7 8 10 12

The same is true for quasicrystals. Let us assume that a quasiperiodic
structure can be described as covering based on one or more clusters with
non-crystallographic symmetry. Then, the cluster centers form a subset of a
Z module. A Z module can be seen as proper projection of an nD lattice onto
physical space. The hard constraint, to have a minimum distance between
cluster centers, means that only a part of the nD lattice is to be projected
onto physical space. This bounded region is called strip or window (⇒ strip-
projection method) (see Fig. 3.3).

This means that the condition of a minimum distance is the only physics
hidden in the nD approach. Thus, it is just a brilliant visualization of geo-
metrical constraints. Some physical interactions in quasiperiodic structures,
however, may be more vividly described based in the nD approach.

3.1 nD Direct and Reciprocal Space Embedding

The nD embedding space V can be separated into two orthogonal subspaces
both preserving the point group symmetry according to the nD space group

V = V ‖ ⊕ V ⊥, (3.2)
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with the par(allel) space V ‖ = span(v1,v2,v3) and the perp(endicular) space
V ⊥ = span(v4, . . . ,vn). If not indicated explicitly, the basis defined by the
vectors vi (V -basis) will refer to a Cartesian coordinate system. The n-star of
rationally independent vectors defining the Z-module M∗ can be considered
as appropriate projection a∗

i = π‖ (d∗
i ) (i = 1, . . . , n) of the basis vectors d∗

i

(D-basis) of an nD reciprocal lattice Σ∗ with

M∗ = π‖ (Σ∗) . (3.3)

As simple illustration of the nD embedding, the relationship between the
1D reciprocal space of the Fibonacci sequence and its 2D embedding space
is shown in Fig. 3.1(c). For comparison, the ways of embedding other kinds
of aperiodic crystals such as incommensurately modulated structures (IMS)
(Fig. 3.1(a)) and composite structures (CS) (Fig. 3.1(b)) are shown as well
(for a more in-depth description see [48]). Additionally, beside the standard
way of embedding a quasiperiodic structure (QC-setting), an alternative way,
the IMS-setting is shown (Fig. 3.1(d)). The latter one can be particularly

c

a b

c d

V II

V II

V⊥ V⊥

V⊥
V⊥

V II

V II

q

αa*

d4
* d4
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d3
*=a3

*

a3
*

a4
*

d4
*QC

d4
*IMS

d3
*IMS

d3
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d3
*=a3

*

a 4
*

Fig. 3.1. Reciprocal space embedding of the 3D aperiodic structures shown in
Fig. 3.2. (a) Incommensurately modulated structure (IMS), (b) composite structure
(CS), (c) Fibonacci sequence in the standard QC-setting and in the (d) IMS-setting.
Dashed lines indicate the projections, vectors d∗

i refer to the nD reciprocal basis (D-
basis), a∗ and a∗

i are the lattice parameters in reciprocal par-space, q = αa∗ is the
modulus of the wave vector of an incommensurate modulation
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useful for the study of structural phase transitions of QC. The IMS-setting
can also be seen as approximant structure in perp-space contrary to the usual
approximants in par-space.

Characteristic features of quasicrystals are their non-crystallographic point
group symmetry and their reciprocal-space scaling symmetry SM∗ = sM∗. S
denotes a scaling symmetry matrix acting on a Fourier module and s is its
eigenvalue. In the case of quasiperiodic structures with crystallographic point
symmetry, the structures may be described either as quasicrystals or as IMS
or CS, respectively. In practice, the embedding technique applied will depend
on the intensity distribution. If large Fourier coefficients exist on a subset
Λ∗ ⊂ M∗, the description as IMS may be preferable. However, if the major
Fourier coefficients are related by scaling, the quasicrystal will be the more
appropriate description.

The hyperspace decomposition equation (3.2) has to keep the orthogonal
subspaces invariant under the symmetry operations Γ (R) of the nD point
group KnD of Σ∗. These restrictions have the important consequence that
only a small subset of all nD symmetry groups is necessary to describe the
symmetry of aperiodic crystals in the nD approach.

The two invariant subspaces are defined by the eigenvectors of the sym-
metry operations. The reduced symmetry operations are obtained by the sim-
ilarity transformation

WΓ (R)W−1 = Γ red(R) = Γ ‖(R) ⊕ Γ⊥(R), R ∈ KnD . (3.4)

The reduced symmetry matrix is block-diagonal consisting of the symmetry
operations of each subspace. The columns of W are the vectors d∗

i , with
components given on the V -basis, spanning the reciprocal space, while the
blocks of rows can be considered as projectors π‖ and π⊥ onto V ‖ and V ⊥,
respectively. The rows of W−1 are the components, defined on the V -basis, of
the vectors di spanning the direct space.

In direct space, the aperiodic crystal structure results from a cut of a peri-
odic nD hypercrystal with dD physical (parallel) space V ‖ [17] (Fig. 3.2). An
nD hypercrystal corresponds to an nD lattice Σ decorated with nD hyper-
atoms. The basis vectors of Σ are obtained via the orthogonality condition of
direct and reciprocal space

did∗
j = δij . (3.5)

The atomic positions in par-space thus depend on the embedding and
the shape of the atomic surfaces (occupation domains). Atomic surfaces
are the components of hyperatoms in (n − d)D complementary (perpendicu-
lar) space V ⊥ (Fig. 3.2). Cutting a hypercrystal structure with par-space at
different perp-space positions will result in different par-space structures. This
is a consequence of the irrational slope of the par-space section with respect
to the n-dimensional lattice. All sections with different perp-space compo-
nents belong to the same local isomorphism class (i.e. they are homometric)
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LLL SS LLLL SS

aPAS

d4QC
d4IMS

d3IMS
d3QC

L

1
2

a4

a3

d4 a

V⊥

V II

V II

V II

V II

d3
αd4

d4

d3

V⊥ V⊥

a b

c d

V⊥

Fig. 3.2. Direct-space embedding of the three fundamental types of 3D aperiodic
structures: (a) modulated structure, (b) composite structure with modulated sub-
systems (marked 1 and 2), and quasiperiodic sequences in the (c) QC-setting and
(d) IMS-setting. Vectors di mark the nD basis vectors while a and aPAS refer to
the lattice parameters of the average structures. L and S denote the long and short
unit tiles of the Fibonacci sequence

and will show identical diffraction patterns. Consequently, only quasicrystals
belonging to different local isomorphism classes can be distinguished by
diffraction experiments.

The various types of aperiodic crystals differ from each other by the charac-
teristics of their atomic surfaces. Quasicrystals show discrete atomic surfaces
(which may also be of fractal shape) while those of IMS and CS are essentially
continuous. Essentially continuous means that they may consist also of dis-
crete segments in the presence of a density modulation. However, their atomic
surfaces can always be described by modulation functions. With the ampli-
tudes of the modulation function going to zero, a continuous transition to a



3.1 nD Direct and Reciprocal Space Embedding 67

periodic structure (basis structure) will be performed. Composite structures
consist of two or more substructures which themselves may be modulated. In
reciprocal space, the characteristics of IMS and CS are the crystallographic
point symmetry of their Fourier modules M∗ and the existence of large Fourier
coefficients on a distinct subset Λ∗ ⊂ M∗ related to the reciprocal lattice of
their periodic average structures (PAS) (see Sect. 3.3).

The embedding method discussed so far is called cut-and-project method .
The par-space cut through the nD hypercrystal corresponds to a reciprocal
space projection onto the par-space. This is a consequence of the mathemati-
cal relationship between direct and reciprocal space, i.e. the Fourier transform.
This nD approach has originally been introduced by de Wolff for the descrip-
tion of IMS and has been later extended for CS ([16] and references therein)
and, eventually, adopted and adapted for the description of QC [16].

Originally, Nicolaas G. de Bruijn [5] laid the foundation of the nD approach
for quasicrystals by defining vertex selection rules (occupation domains) for
the Penrose tiling. Embedding his occupation domains (windows) in 4D space,
he created the method later called strip-projection method. Thereby, the win-
dow (strip, occupation domain) cuts selected points out of a lattice which
then are projected onto the boundary of the window. In reciprocal space, the
Fourier transform results as the convolution of the Fourier transform of the
lattice, which is a point lattice again, with the Fourier transform of the win-
dow (Fig. 3.3). If the embedding is performed in a way that the resulting nD
lattice is hypercubic and the projection of the nD unit cell onto V ⊥ gives the
acceptance window, it is called canonical embedding and the generated tiling
is denoted as canonical projection tiling.

SLSLS L L SL LL
w

V⊥ V⊥

V II

V II

a b

Fig. 3.3. 2D embedding of the 1D Fibonacci sequence according to the strip-
projection method. (a) A strip with the irrational slope 1/τ relative to the 2D lattice
acts as window with width w. The lattice points inside the strip projected onto its
boundary, the par-space, yield the Fibonacci sequence. (b) In reciprocal space, each
lattice point is convoluted with the Fourier transform (FT) of the strip (indicated
as density plot). The Fourier transform of the 1D FS is obtained by cutting the FT
of the window (indicated by the white double line)
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Hyperatom An ideal nD hypercrystal is an nD periodic arrangement of nD
objects, the hyperatoms. The 3D par-space component of a hyperatom is
described in the same way as an atom for a 3D periodic crystal structure.
The (n−3)D perp-space component is called atomic surface or occupation
domain.

Atomic surface An atomic surface is a kind of probability density distribu-
tion function. Each point on an atomic surface gives the probability to
find an atom in the respective par-space intersection. It contains informa-
tion on the atomic species and other atomic parameters as well. Atomic
surfaces can be partitioned into subdomains.

Atomic surface partition An atomic surface is partitioned into subdo-
mains that contain all vertices with the same coordination (atomic envi-
ronment type, AET). Equal AET means equal Wigner–Seitz cell (Voronoi
domain) and, with some restrictions, the same local physical (e.g., mag-
netic moment) and chemical (e.g., bonding) properties.

3.2 Rational Approximants

The nD approach allows an illustrative representation of the relationships
between aperiodic crystals and their rational approximants [9, 10]. The ana-
logue to the lock-in transition of an IMS to a commensurately modulated
structure (superstructure) is the transition of a quasicrystal to a rational ap-
proximant (Fig. 3.4). While in the case of an IMS the modulation vector
changes from an irrational to a rational value, for a QC the number of n ra-
tionally independent reciprocal basis vectors changes to d, i.e. the dimension
of the par-space. In hyperspace, the irrational slope of the cut of the nD lattice
with par-space turns into a rational one. This means, that the corresponding
lattice nodes lie exactly in the par-space and determine the lattice parameters
of the three-dimensional periodic approximant.

This transition can be described by a shear deformation (linear phason
strain) of the hypercrystal parallel to V ⊥ [10]. Thereby, a position vector r of
the nD hypercrystal is transformed to the vector r′ of the approximant:

r′ = A⊥r (3.6)

with the shear matrix

A⊥ =

⎛

⎜⎜
⎜
⎜
⎜⎜
⎜⎜
⎝

1 0
. . .

0 1

0 · · · 0
...

. . .
...

0 · · · 0
A41 · · · A43

...
. . .

...
An1 · · · An3

1 0
. . .

0 1

⎞

⎟⎟
⎟
⎟
⎟⎟
⎟⎟
⎠

V

=

(
1 0

(Ã−1)T 1

)

V

. (3.7)
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V II
LLL SSL

V⊥
shear

Fig. 3.4. Embedded Fibonacci chain . . . LSLSLL. . . (semi-opaque in the back-
ground) and its rational (LSL) approximant. The encircled lattice node is shifted to
par-space by shearing the 2D lattice along the perp-space. Thereby, one par-space
cut disappears in the drawing and a new one appears changing locally SL into LS
(phason flip marked by a horizontal arrow)

V⊥

V II

L LS

a3
App

Fig. 3.5. Embedding of a FS approximant (LSL) with discrete atomic surfaces
(online: red dots) overlaid the atomic surfaces of the sheared FS (gray). The size of
the par-space unit cell is marked by an arrow

The determinant of A is equal to one. Thus, the volume of the nD unit cell
does not change during the transformation. However, due to the rational slope
of par-space the atomic surfaces are not dense anymore but consist of discrete
points (Fig. 3.5). The point density of quasicrystals and their approximants
differ and shifting par-space parallel to V ⊥ can change the structure of the
approximant. The symmetry group of the approximant is a subgroup of the
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symmetry group of the quasicrystal. The eliminated symmetry elements can
appear as twin laws [25], as observed, e.g., in 10-fold twinned orthorhombic
approximants of decagonal Al70Co15Ni15 [24].

In reciprocal space, the phason strain leads to a shift of the diffraction
vectors H as a function of their perp-space components:

H‖′ = H‖ + ÃH⊥ . (3.8)

The nD reciprocal lattice vectors transform according to

H′ = (A−1)T H (3.9)

with

(A−1)T =

⎛

⎜
⎜⎜
⎜⎜
⎜⎜
⎜
⎝

1 0
. . .

0 1

−A41 · · · −An1

...
. . .

...
−A43 · · · −An3

0 · · · 0
...

. . .
...

0 · · · 0

1 0
. . .

0 1

⎞

⎟
⎟⎟
⎟⎟
⎟⎟
⎟
⎠

V

=
(

1 Ã
0 1

)

V

. (3.10)

Since the approximant structure results from a rational cut of the nD lattice
with par-space, its diffraction pattern corresponds to a projection of nD recip-
rocal space along rational reciprocal lattice lines. Consequently, the Fourier
coefficients of the approximant correspond to the sum of the Fourier coeffi-
cients (structure factors) that project onto one and the same diffraction vector
of the approximant, HAp, in physical reciprocal space.

3.3 Periodic Average Structure (PAS)

The PAS of an IMS can be obtained by orthogonal projection of the mod-
ulation function onto par-space (see Fig. 3.2(a)). In case of QC, this would
give a dense structure. To obtain the PAS of a QC in the usual setting, an
oblique projection in a proper direction has to be performed (see Fig. 3.2(c))
([45], and references therein). The reciprocal-space point group symmetry of
the PAS of an IMS is equal or higher to that of the IMS while it is equal or
lower in case of a quasiperiodic structure.

The oblique projection is not the only way to obtain a PAS. As shown in
Figs. 3.1 and 3.2, quasiperiodic structures can be embedded in different ways.
The standard way, denoted by QC-setting, is the symmetry adapted way of
embedding. The alternative embedding, called IMS-setting, selects a subset of
reflections on a 3D point lattice as main reflections and deals with all others
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as satellite reflections. Since main reflections lie in par-space by definition, the
reciprocal hyperlattice has to be sheared parallel to the perp-space, Σ∗

IMS =
A⊥Σ∗

QC, to achieve this condition. In direct space, this corresponds to a shear
of the hyperlattice parallel to par-space, ΣIMS = A‖ΣQC, A‖ = (Ã⊥)−1, leav-
ing the par-space intersection with the hyperstructure invariant.

Once the unit cell parameters of the PAS of a quasiperiodic structure are
known, the PAS can as well be obtained by taking the structure modulo the
unit cell. All atomic positions are mapped into the projected atomic surfaces.
This means that the boundaries of the projected atomic surfaces give the
maximum distance of an atom of the quasiperiodic structure from the next
atomic site of the PAS.

The point-group symmetry of the PAS, which always is a crystallographic
one, is necessarily lower than that of the QC with its non-crystallographic
symmetry (except for 1D QC). Therefore, a one-to-one mapping of the atoms
of a quasiperiodic structure to the projected atomic surfaces of the PAS is not
possible due to topological reasons. This means that some of the projected
atomic surfaces may contain none, or more than one atomic position if one
superposes the quasiperiodic structure with its PAS.

Since for a single quasiperiodic structure an infinite number of different
PAS is possible, one needs to find the most relevant one. This will be the PAS
with the smallest possible projected atomic surfaces which have occupancy
factors closest to one. The total Bragg intensity in the respective reciprocal
space section is a direct measure for this property. By using the set of strongest
Bragg reflections as reciprocal basis of the PAS, one usually obtains the most
representative PAS.

The occupancy factor can be calculated comparing the point densities of
the quasiperiodic structure and its PAS. It is also related to the ratio of the
total area of the projected atomic surfaces in one unit cell of the PAS to the
area of this unit cell. The relevance of a PAS can be estimated by the ratio of
the total intensity of the reflections related to the PAS to the total intensity
of all reflections.

The size of the projected atomic surface is a measure for the maximum
displacement of an atom on a PAS site that is necessary to move it to its
position in the quasiperiodic structure. This can be seen as the amplitude of
a displacive modulation which transforms the PAS into the respective QC.
Since the occupancy factor cannot be exactly one for topological reasons,
except in the 1D case, this displacive modulation is always accompanied by a
substitutional (density) modulation.

These concepts are of particular interest for the study of geometrical as-
pects of quasicrystal-to-crystal phase transformations, growth of quasicrystal–
crystal interfaces, as well as the intrinsic band-gap behavior of photonic or
phononic quasicrystals. The PAS allows to (loosely) classify quasiperiodic
structures regarding their “degree of quasiperiodicity,” depending on how close
their structures are to periodicity.
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3.4 Structure Factor

The structure factor F (H) of a periodic structure is defined as the Fourier
transform (FT) of the electron density distribution function ρ (r) of the m
atoms within its unit cell (UC)

F (H) =
∫

UC

ρ (r) e2πiHr dr =
m∑

k=1

Tk (H) fk (|H|) e2πiHrk . (3.11)

For discretely distributed atoms, the FT can be performed for each atom sep-
arately yielding the atomic scattering factors fk (|H|). The same is true for the
average displacements of the atoms from their equilibrium positions due to
phonons (thermal vibrations). The FT of the probability density function to
find an atom in a given volume gives the temperature factor Tk(H). This al-
lows to replace the Fourier integral by a sum over the n atoms in the unit cell.

The temperature factor is called Debye–Waller (DW) factor if it describes
the effect of thermal vibrations of atoms (due to phonons) on the intensi-
ties of Bragg reflections. In the course of structure refinements, however, this
factor subsumes also contributions from static displacements (due to disor-
der) of the atoms from their equilibrium positions. Consequently, the more
general term “atomic displacement factor (ADF)” should be used, and in-
stead of “atomic thermal parameters” rather the term “atomic displacement
parameters (ADP)” should be used.

3.4.1 General Formulae

In a similar way, the structure factor of a quasicrystal can be calculated within
the nD approach. In case of a dD quasiperiodic structure, the FT of the
electron density distribution function ρ (r) of the m hyperatoms within the
nD unit cell can be separated into the contributions of the dD par- and (n−d)D
perp-space components and we obtain

F (H) =
m∑

k=1

Tk

(
H‖,H⊥

)
fk

(
|H‖|

)
gk

(
H⊥) e2πiHrk . (3.12)

In par-space one gets the conventional atomic scattering factor fk

(
|H‖|

)
and

the atomic displacement (temperature) factor Tk

(
H‖). In perp-space, the FT

of the atomic surfaces, called geometrical form factor gk

(
H⊥), results to

gk

(
H⊥) =

1
A⊥

UC

∫

Ak

e2πiH⊥r⊥ dr⊥, (3.13)

with A⊥
UC the volume of the nD unit cell projected onto V ⊥, and Ak the

volume of the k-th atomic surface. For polygonal, polyhedral, or polychoral
domains, which can be decomposed into triangles, tetrahedra, or pentachora,
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the geometrical form factor is calculated from their unique parts using the
site symmetry. Since the Fourier integral is linear, the geometrical form factor
results from the summation of the Fourier integrals of these fundamental units.

The perp-space component Tk

(
H⊥) of the atomic displacement (temper-

ature) factor describes the effect of phason fluctuations along the perp-space.
These fluctuations, originate either from phason modes or from random pha-
son flips. Assuming harmonic (static or dynamic) displacements in nD space
one obtains in analogy to the usual expression [50]

Tk (H) = Tk

(
H‖,H⊥

)
= e−2π2H‖T 〈u‖u‖T 〉H‖

e−2π2H⊥T 〈u⊥u⊥T 〉H⊥
, (3.14)

with

〈u‖
i u

‖T
j 〉 =

⎛

⎝
〈u2

1〉 〈u1u2〉 〈u1u3〉
〈u2u1〉 〈u2

2〉 〈u2u3〉
〈u3u1〉 〈u3u2〉 〈u2

3〉

⎞

⎠

V

(3.15)

and

〈u⊥
i u⊥T

j 〉 =

⎛

⎜
⎝

〈u2
4〉 · · · 〈u4un〉
...

. . .
...

〈unu4〉 · · · 〈u2
n〉

⎞

⎟
⎠

V

. (3.16)

The elements of type 〈uiuj〉 represent the mean displacements of the hyper-
atoms along the i-th axis times the displacements of the atoms along the j-th
axis on the V -basis. This model excludes phonon–phason interactions as no
coupling is defined.

3.4.2 Calculation of the Geometrical Form Factor

In the following, the calculation of the geometrical form factor is illustrated
for the most important classes of quasicrystals. In case of pentagonal, octag-
onal, decagonal, and dodecagonal structures, the FT has to be performed for
2D atomic surfaces, in case of icosahedral structures for 3D atomic surfaces,
and in the case of heptagonal and tetrakaidecagonal structures 4D atomic
surfaces have to be Fourier transformed. As already mentioned, this problem
is essentially reduced to the calculation of the FT of triangles, tetrahedra, and
pentachora, respectively.

Although the general solution for this problem is well known [13], some spe-
cial cases, leading to singularities in these general formulae have to be calcu-
lated explicitly. In the following, the formulae for the different cases are given.

3.4.2.1 2D Atomic Surfaces

The FT of a triangle defined by two vectors e1, e2, can be calculated based
on an oblique coordinate system: x = x1e1 + x2e2 and 2πq = q1e∗1 + q2e∗2,
where qj = 2πHej and eie∗j = δij . With

F0(H) =
∫

exp(2πiq · x)dV (3.17)
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and dV = V dx1 dx2, where V is the volume of the parallelogram defined by
e1, e2, V = |e1 × e2|, it follows for the Fourier integral:

F0(H) = V

∫ 1

0

exp(iq1x1)dx1

∫ 1−x1

0

exp(iq2x2)dx2. (3.18)

The direct calculation of the above integral leads to

F0(H) = V (q1(exp(iq2) − 1) − q2(exp(iq1) − 1))/(q1q2(q1 − q2)). (3.19)

To avoid singularities in (3.19), a case differentiation must be done before
integration of (3.18). In the following, the special cases and the corresponding
formulae are given.

Case 1 q1 = 0, q2 = 0: F0(H) = 1
2V .

Case 2 q1 = 0, q2 = q/q1 = q, q2 = 0: F0(H) = V (1 + iq − exp(iq))/q2.
Case 3 q1 = q, q2 = q: F0(H) = V (exp(iq)(1 − iq) − 1)/q2.

3.4.2.2 3D Atomic Surfaces

The FT of a tetrahedron defined by three vectors e1, e2, e3, can be calculated
based on an oblique coordinate system: x = x1e1 + x2e2 + x3e3 and 2πq =
q1e∗1 + q2e∗2 + q3e∗3, where qj = 2πHej and eie∗j = δij . With

F0(H) =
∫

exp(2πiq · x)dV (3.20)

and dV = V dx1 dx2 dx3, where V is the volume of the parallelepiped defined
by e1, e2, e3, V = e1 · |e2 × e3|, it follows for the Fourier integral

F0(H) = V

∫ 1

0

exp(iq1x1)dx1

∫ 1−x1

0

exp(iq2x2)dx2

·
∫ 1−x1−x2

0

exp(iq3x3)dx3. (3.21)

The direct calculation of the above integral leads to

F0(H) = −iV (q2q3q4 exp(iq1) + q3q1q5 exp(iq2) + q1q2q6 exp(iq3)
+q4q5q6)/(q1q2q3q4q5q6) (3.22)

with qj = 2πHej , (j = 1, 2, 3), q4 = q2 − q3, q5 = q3 − q1, and q6 = q1 − q2.
To avoid singularities in (3.22), a case differentiation must be done before

integration of (3.21). In the following, the special cases and the corresponding
formulae are given.
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Case 1 q1 = 0, q2 = 0, q3 = 0: F0(H) = 1
6V .

Case 2 q1 = 0, q2 = 0, q3 = q/q1 = 0, q2 = q, q3 = 0/q1 = q, q2 = 0, q3 = 0:

F0(H) = V (q(1 +
1
2
iq) + i exp(iq) − i)/q3. (3.23)

Case 3 q1 = q, q2 = q, q3 = 0/q1 = q, q2 = 0, q3 = q/q1 = 0, q2 = q, q3 = q:

F0(H) = V (2i − q − exp(iq)(2i + q))/q3. (3.24)

Case 4 q1 = q, q2 = q′, q3 = 0/q1 = q, q2 = 0, q3 = q′/q1 = 0, q2 = q, q3 = q′:

F0(H) = V ((−1 + exp(iq)) iq′ 2 + qq′ 2

+(1 − exp(iq′ ) + iq′ ) iq2)/(q2q′ 2(q − q′ )) (3.25)

Case 5 q1 = q, q2 = q, q3 = q:

F0(H) = V (i exp(iq)(1 + iq(
1
2
iq − 1)) − i)/(q3). (3.26)

Case 6 q1 = q, q2 = q, q3 = q′/q1 = q, q2 = q′, q3 = q/q1 = q′, q2 = q, q3 = q:

F0(H) = V ((exp(iq) − 1) iq′ 2 + (exp(iq′ ) + exp(iq) iq′ − 1) iq2

−(exp(iq)(2 + iq′ ) − 2) · iqq′)/(q2q′ (q − q′ )2). (3.27)

3.4.2.3 4D Atomic Surfaces

The FT of a pentachoron defined by four vectors e1, e2, e3, e4, can be calcu-
lated based on an oblique coordinate system: x = x1e1 + x2e2 + x3e3 + x4e3

and 2πq = q1e∗1 +q2e∗2 +q3e∗3 +q4e∗4, where qj = 2πHej and eie∗j = δij . With

F0(H) =
∫

exp(2πiq · x)dV (3.28)

and dV = V dx1 dx2 dx3 dx4, where V is the Volume of the parallelotope
defined by e1, e2, e3, e4, V =

√
det(G), and G the metric tensor, which is

the symmetric matrix of inner products of the set of vectors e1, · · · , e4, and
whose entries are given by Gij = ei · ej . It follows for the Fourier integral

F0(H) = V

∫ 1

0

exp(iq1x1)dx1

∫ 1−x1

0

exp(iq2x2)dx2

·
∫ 1−x1−x2

0

exp(iq3x3)dx3

∫ 1−x1−x2−x3

0

exp(iq4x4)dx4. (3.29)
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The direct calculation of the above integral leads to:

F0(H) = V (q3q4 exp(iq1)(q1(q1 − q2)(q1 − q3)(q1 − q4))−1

+ q3q4 exp(iq2)(q2(q2 − q1)(q2 − q3)(q2 − q4))−1

+ q4 exp(iq3)((q3 − q1)(q3 − q2)(q3 − q4))−1

+ q3 exp(iq4)((q4 − q1)(q4 − q2)(q4 − q3))−1 + (q1q2)−1)(q3q4)−1 (3.30)

with qj = 2πHej , (j = 1, 2, 3, 4). To avoid singularities in (3.30) a case dif-
ferentiation must be done before integration of (3.29). In the following, the
special cases and the corresponding formulae are given.

Case 1 q1 = 0, q2 = 0, q3 = 0, q4 = 0: F0(H) = 1
24V .

Case 2 q1 = 0, q2 = 0, q3 = 0, q4 = q/q1 = 0, q2 = 0, q3 = q, q4 = 0/q1 = 0,
q2 = q, q3 = 0, q4 = 0/q1 = q, q2 = 0, q3 = 0, q4 = 0:

F0(H) = V (exp(iq) − 1 − iq +
1
2
q2 +

1
6
iq3)/q4. (3.31)

Case 3 q1 = 0, q2 = 0, q3 = q, q4 = q/q1 = 0, q2 = q, q3 = q, q4 = 0/q1 = q,
q2 = q, q3 = 0, q4 = 0/q1 = q, q2 = 0, q3 = q, q4 = 0/q1 = q, q2 = 0, q3 = 0,
q4 = q/q1 = 0, q2 = q, q3 = 0, q4 = q:

F0(H) = V (3 + 2iq − 1
2
q2 + i exp(iq)(3i + q))/q4 (3.32)

Case 4 q1 = 0, q2 = q, q3 = q, q4 = q/q1 = q, q2 = 0, q3 = q, q4 = q/q1 = q,
q2 = q, q3 = 0, q4 = q/q1 = q, q2 = q, q3 = q, q4 = 0:

F0(H) = −V (iq + 3 + exp(iq)(2iq − 3 +
1
2
q2))/q4 (3.33)

Case 5 q1 = q, q2 = q, q3 = q, q4 = q:

F0(H) = V (1 + exp(iq)(−1 + iq +
1
2
q2 − 1

6
iq3))/q4 (3.34)

Case 6 q1 = 0, q2 = 0, q3 = q, q4 = q′/q1 = 0, q2 = q, q3 = q′, q4 = 0/q1 = q,
q2 = q′, q3 = 0, q4 = 0/q1 = q, q2 = 0, q3 = q′, q4 = 0/q1 = q, q2 = 0,
q3 = 0, q4 = q′/q1 = 0, q2 = q, q3 = 0, q4 = q′:

F0(H) = V ((exp(iq) − 1)q′ 3 − iqq′ 3 +
1
2
q2q′ 3 −

q3(exp(iq′ ) − 1 − iq′ +
1
2
q′ 2))/(q3q′ 3(q − q′ )) (3.35)

Case 7 q1 = 0, q2 = q, q3 = q′, q4 = q′′/q1 = q, q2 = 0, q3 = q′, q4 = q′′/
q1 = q, q2 = q′, q3 = 0, q4 = q′′/q1 = q, q2 = q′, q3 = q′′, q4 = 0:
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F0(H) = V (−1 − iq − q(q2((−1 + exp(iq′′ ))q′ 2 −
(−1 + exp(iq′ ))q′′ 2) + (−1 + exp(iq))q′′ (q′ 3 − q′ q′′ 2) +

q((1 − exp(iq′′ ))q′ 3 + (1 − exp(iq))q′ 2q′′ +

(−1 + exp(iq))q′ q′′ 2 + (−1 + exp(iq′ ))q′′ 3)))

/(q2q′ q′′ (((q − q′ )q′ (q − q′′ )q′′ (q′′ − q′ )) − i exp(q))) (3.36)

Case 8 q1 = 0, q2 = q, q3 = q, q4 = q′ /q1 = 0, q2 = q, q3 = q′ q4 = q/q1 = 0,
q2 = q′ q3 = q, q4 = q/q1 = q, q2 = 0, q3 = q, q4 = q′ /q1 = q, q2 = 0,
q3 = q′q4 = q/q1 = q′ q2 = 0, q3 = q, q4 = q/q1 = q, q2 = q, q3 = 0,
q4 = q′ /q1 = q, q2 = q′ q3 = 0, q4 = q/q1 = q′ q2 = q, q3 = q, q4 = 0/
q1 = q, q2 = q, q3 = q, q4 = 0/q1 = q, q2 = q′ q3 = q, q4 = 0/q1 = q′ q2 = q,
q3 = q, q4 = 0:

F0(H) = V (q3(−1 + exp(iq′ ) − iq′′ ) + i(2 + exp(iq))q2q′ 2 +

q(3 + exp(iq)(−3 − iq′ ) − iq′ )q′ 2 + 2(−1 + exp(iq))q′ 3)

/(q′ 2q3(q − q′ )2) (3.37)

Case 9 q1 = q, q2 = q, q3 = q, q4 = q′ /q1 = q, q2 = q, q3 = q′ , q4 = q/q1 = q,
q2 = q′ , q3 = q, q4 = q/q1 = q′ , q2 = q, q3 = q, q4 = q:

F0(H) = V (exp(iq)q2(q − q′ )−1 + (q − q′ )2q−1 −
exp(iq)(q − q′ )2q−1 + exp(iq′ )q2(q′ − q)−1 +

1
2

exp(iq)q′ (−q2 + 2iq′ + q(−4i + q′ )))/(q′ q2(q − q′ )2) (3.38)

Case 10 q1 = q, q2 = q, q3 = q′ , q4 = q′′ /q1 = q, q2 = q′ , q3 = q, q4 =
q′′ /q1 = q′ , q2 = q, q3 = q, q4 = q′′ /q1 = q′ , q2 = q, q3 = q′′ , q4 = q/q1 =
q′ , q2 = q′′ , q3 = q, q4 = q/q1 = q, q2 = q′ , q3 = q′′ , q4 = q:

F0(H) = V ((exp(iq) + exp(iq′′ ))q(q − q′ )q′ (q − q′′ )−1

+(1 − exp(iq))(q − q′ )(q − q′′ )(q′ − q′′ )q−1 + (exp(iq) − exp(iq′ ))

q(q − q′′ )q′′ (q′ − q)−1 − i exp(iq)q′ q′′ (q′′ − q′ ))

/(qq′ q′′ (q − q′ )(q − q′′ )(q′ − q′′ )) (3.39)

Case 11 q1 = q, q2 = q, q3 = q′ , q4 = q′ /q1 = q, q2 = q′ , q3 = q′ , q4 = q/q1 =
q, q2 = q′ , q3 = q, q4 = q′ :

F0(H) = V (q(3 + exp(iq)(−3 − iq′ ))q′ 2 + (−1 + exp(iq))q′ 3 +
q2q′ (−3 + exp(iq′ )(3 − iq′ ) + i exp(iq)q′ ) +

q3(1 + i exp(iq′ )(i + q′ )))/(q2q′ 2(q − q′ )3) (3.40)
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3.5 1D Quasiperiodic Structures

Structures with 1D quasiperiodic order and 2D hyperlattice periodicity (1D
quasicystals) are the simplest representatives of QC. A few phases of this struc-
ture type have been observed experimentally ([43] and references therein).

A fundamental model of a 1D quasiperiodic structure is the Fibonacci
sequence (FS). Since its embedding space is only 2D, it is frequently used to
illustrate the principles of the nD approach. However, since in 1D there is only
crystallographic point symmetry possible (1 and 1̄), it can be described as IMS
as well. One has to keep in mind, however, that 1D quasiperiodic structures
exist which need an embedding space of dimension n > d + 1. These are, for
instance, all quasiperiodic sequences formed by substitution rules based on n
letters with n > d + 1 [29].

Generally, 1D quasiperiodic structures are on the borderline between
quasiperiodic structures and IMS. They can be described in either of the
two approaches. The description as quasiperiodic structure (QC-setting) is
advantageous if some kind of scaling symmetry is present or if there is a close
structural relationship with 2D or 3D QC. This is the case for 1D QC oc-
curring as intermediate states during quasicrystal-to-crystal transformations.
The description as IMS (IMS-setting) may be helpful in the course of struc-
ture analysis. The diffraction pattern can then be separated into a set of main
reflections and a set of satellite reflections. The main reflections are related to
the 3D periodic average structure, which can be determined with conventional
methods. However, indexing a typical 1D quasicrystal as IMS may be difficult
as the intensity distribution does not allow main reflections to be determined
easily (see Sect. 3.1).

In the following, the FS will be used as an example to describe the
quasiperiodic direction of 3D structures with 1D quasiperiodic stacking of
periodic atomic layers. We discuss the general triclinic case and define the
z-direction as the quasiperiodic direction with a∗

3 aligned parallel to it.

3.5.1 Reciprocal Space

The electron density distribution function ρ(r) of a 1D quasicrystal is given
by the Fourier series

ρ(r) =
1
V

∑

H

F (H)e−2πiHr . (3.41)

The Fourier coefficients (structure factors) F (H) are functions of the scat-
tering vectors H =

∑3
i=1 h

‖
i a

∗
i with h

‖
1, h

‖
2 ∈ Z, h

‖
3 ∈ R. Introducing four re-

ciprocal basis vectors, all scattering vectors can be indexed with integer
components: H =

∑4
i=1 hia∗

i with a∗
4 = αa∗

3, α an irrational algebraic number
and hi ∈ Z. The set M∗ of all diffraction vectors H forms a vector module
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(Z-module) of rank four. The vectors a∗
i can be considered as par-space

projections of the basis vectors d∗
i of the corresponding 4D reciprocal lattice

Σ∗ with

d∗
1 = |a∗

1|

⎛

⎜
⎜
⎝

x1

y1

z1

0

⎞

⎟
⎟
⎠

V

, d∗
2 = |a∗

2|

⎛

⎜
⎜
⎝

x2

y2

z2

0

⎞

⎟
⎟
⎠

V

, d∗
3 = |a∗

3|

⎛

⎜
⎜
⎝

0
0
1

−cα

⎞

⎟
⎟
⎠

V

, d∗
4 = |a∗

3|

⎛

⎜
⎜
⎝

0
0
α
c

⎞

⎟
⎟
⎠

V

.

(3.42)

The subscript V indicates that the vector components refer to a Cartesian
coordinate system (V -basis). The direct 4D basis vectors, spanning the 4D
lattice Σ, result from the orthogonality condition (3.5), i.e. as the columns of
(W−1)T

d1 = 1
(x1y2−x2y1)|a∗

1 |

⎛

⎜⎜
⎝

y2

−x2

0
0

⎞

⎟
⎟
⎠

V

, d2 = 1
(x1y2−x2y1)|a∗

2 |

⎛

⎜⎜
⎝

−y1

x1

0
0

⎞

⎟
⎟
⎠

V

,

d3 = 1
(1+α2)|a∗

3 |

⎛

⎜
⎜⎜
⎜
⎝

y1z2−y2z1
x1y2−x2y1

x2z1−x1z2
x1y2−x2y1

1
−α

c

⎞

⎟
⎟⎟
⎟
⎠

V

, d4 = 1
(1+α2)|a∗

3 |

⎛

⎜
⎜⎜
⎜
⎜
⎝

α(y1z2−y2z1)
x1y2−x2y1

α(x2z1−x1z2)
x1y2−x2y1

α
1
c

⎞

⎟
⎟⎟
⎟
⎟
⎠

V

, (3.43)

with x2
i + y2

i + z2
i = 1. The vectors ai = π‖di, i = 1 . . . 3, span the reciprocal

basis of the periodic average structure and the basis structure. The basis
vectors di determine the 4D metric tensor G defined as

G = W−1(W−1)T =

⎛

⎜
⎜
⎝

d1d1 d1d2 d1d3 d1d4

d2d1 d2d2 d2d3 d2d4

d3d1 d3d2 d3d3 d3d4

d4d1 d4d2 d4d3 d4d4

⎞

⎟
⎟
⎠ (3.44)

and the volume of the 4D unit cell results to V =
√

detG. The point density
Dp in par-space, the reciprocal of the mean atomic volume, is determined by
the size of the atomic surfaces Ai

Dp =
1
V

n∑

i=1

Ai . (3.45)

Weighting each atomic surface in (3.45) with its atomic weight MAi , the mass
density Dm can be expressed as

Dm =
1
V

n∑

i=1

AiMAi . (3.46)
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3.5.2 Symmetry

The possible Laue symmetry group K3D of the intensity weighted Fourier
module (diffraction pattern)

M∗
I =

{

I (H) = |F (H)|2
∣
∣∣H =

4∑

i=1

hia
∗
i , hi ∈ Z

}

(3.47)

results from the direct product K3D = K2D ⊗K1D ⊗ 1̄. K2D is one of the ten
crystallographic 2D point groups, K1D = 1 or 1̄. Consequently, all 3D crys-
tallographic Laue groups except the two cubic ones (they would mix periodic
and aperiodic directions) are permitted: 1̄, 2/m, mmm, 4/m, 4/mmm, 3̄, 3̄m,
6/m, 6/mmm. If one distinguishes between symmetry operations R ∈ K2D

and R′ ∈ K1D the Laue group 2/m can occur in two different orientations
with regard to the unique axis [0010]V : 2′/m and 2/m′. Thus, there are 10
different Laue groups.

Thirty-one point groups result from the direct products K3D = K2D⊗K1D

and their subgroups of index 2. These are all twenty-seven 3D crystallographic
point groups except the five cubic point groups. Four additional point groups
are obtained by considering the different settings in 2, 2′, m, m′, 2/m′, 2′/m,
2′mm′ and 2mm. The necessity to distinguish between primed and non-primed
operations is based on reduced tensor symmetries of physical properties. A ta-
ble of the eighty 3D space groups compatible with 1D quasiperiodicity has
been derived by [49]. These space groups contain no symmetry operations
with translation components along the unique direction [0010]V . The 80 sym-
metry groups leaving the 4D hypercrystal structure invariant are a subset of
the (3+1)D space groups (superspace groups) given by [21]. This subset cor-
responds to all superspace groups with the basis space group being one of the
eighty 3D space groups mentioned above marked by the bare symbols (00γ),
(αβ0), or (αβγ). In the last two cases, only one of the coefficients α, β, γ is
allowed to be irrational.

According to the scaling symmetry the choice of the basis vectors d3, d4,
and therewith the indexing of the quasiperiodic axis is not unique. Even if
all Bragg peaks can be indexed, a set of αn-times (in case of the FS α = τ)
enlarged or decreased basis vectors will again describe their positions equiv-
alently well. A first attempt to solve the problem of indexing was given by
[8]. In the case of a primitive QC having a simple atomic surface the intensity
distribution is a simple function of the geometrical form factor (3.13) and
consequently a monotonically decreasing function of |H⊥|. If the intensity
of scaled scattering vectors decreases monotonically in the same way as pre-
dicted the proper basis has been selected. However, given a more complicated
structure this approach may fail. It has been shown by [4] that a detailed
analysis of the Patterson function (autocorrelation function) depending on
perp-space components allows the basis vectors of more complex structures
to be determined properly.
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3.5.3 Example: Fibonacci Structure

If the Fibonacci sequence (see Sect. 1.1.1) is chosen for the quasiperiodic
direction of a 1D quasicrystal, it may simply be called a Fibonacci structure.
In the following, the Fibonacci structure is geometrically defined as layer
structure: layers with 2D lattice periodicity in the (110) plane are stacked
quasiperiodically in the [001] direction. The distances between the layers follow
the Fibonacci sequence . . . LSLLS . . . . Based on the scaling symmetry matrix
in (1.1), the 4D reciprocal lattice Σ∗ is spanned by basis vectors according
to (3.43) with α = τ . Without loss of generality we can further set c = 1.
For clarity we choose a 4D hypercubic basis. Then, the embedding matrix
W = (d∗

1,d
∗
2,d

∗
3,d

∗
4) (see (3.4)) and its transposed inverse one, (W−1)T =

(d1,d2,d3,d4), read

W = |a∗|

⎛

⎜
⎜
⎝

1 0 0 0
0 1 0 0
0 0 1 τ
0 0 −τ 1

⎞

⎟
⎟
⎠ , (W−1)T =

|a|
2 + τ

⎛

⎜
⎜
⎝

1 0 0 0
0 1 0 0
0 0 1 τ
0 0 −τ 1

⎞

⎟
⎟
⎠ . (3.48)

According to the strip-projection method, the par-space structure (“quasilat-
tice”) of the Fibonacci structure is a subset MFS of the vector module M
defined by the window A

M =

{

r =
4∑

i=1

niπ
‖(di), ni ∈ Z

}

,

MFS =

{

r = π‖(
4∑

i=1

midi)
∣∣
∣mi ∈ Z, |π⊥(

4∑

i=3

midi)| ≤
A

2
=

(1 + τ)|a|
2(2 + τ)

}

.

(3.49)

In the cut-and-project method, the Fibonacci structure can be obtained in
the par-space section of a decorated 4D hyperlattice Σ spanned by the basis
vectors according to (3.43)

d1 = |a|

⎛

⎜
⎜
⎝

1
0
0
0

⎞

⎟
⎟
⎠

V

, d2 = |a|

⎛

⎜
⎜
⎝

0
1
0
0

⎞

⎟
⎟
⎠

V

,

d3 = |a|
(2+τ)|

⎛

⎜⎜
⎝

0
0
1
−τ

⎞

⎟⎟
⎠

V

, d4 = |a|
(2+τ)|

⎛

⎜⎜
⎝

0
0
τ
1

⎞

⎟⎟
⎠

V

(3.50)
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The volume of the 4D unit cell amounts to V =
√

det G = |a|4/(2 + τ). The
point density Dp in par-space, i.e. the reciprocal of the mean atomic volume,
equals

Dp =
A

V
=

τ2

|a|3 Å
−3

. (3.51)

This value can also be obtained as the reciprocal of the average distance
dav = (3−τ)S of the vertices (see (1.11)), where S = π‖d3 = |a|/(2 + τ).

The 4D hyperlattice is decorated with 4D hyperatoms. The atomic surfaces
along the 1D perp-space are line segments of length (1+τ)|a|/(2+τ). They are
centered at positions x1, x2, 0, 0 relative to the origin of the 4D unit cell (see
Fig. 3.6). The atomic surface can be decomposed into sections, which show
the same local environment (Voronoi domains) in par-space. Projecting all
nearest neighbors of the hyperatom of interest onto V ⊥ encodes all different
environments as shown in Fig. 3.6.

If the par-space V ‖ cuts the hyperatom, e.g. in the region marked a, the
central atom is coordinated by one atom at a distance S on the left side and
another one at distance L on the right side. Consequently, all hyperatoms that
share a distinct region of the atomic surface in the projection onto perp-space
determine all bond distances and angles in par-space.

V⊥

V II
L S L

a

b

c

Fig. 3.6. By projecting all nearest neighbors along V ‖ onto one hyperatom (marked
by arrows), the segments (partitions) with the three different coordinations can be
obtained. Cutting the hyperatom in the light-gray (online: yellow) area a leads to
vertices at distances L to the left and S to the right, in the dark-gray (online:blue)
area b to L and L, and in the other light-gray (online: yellow) area c to S and L.
The lengths of the segments give the frequencies of these coordinations. The nearest
neighbors of the hyperatom show the closeness condition
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The point density has to be invariant for any shift of par-space along the
perp-space. This leads to the closeness condition: when the atomic surfaces
are projected onto perp-space each boundary of an atomic surface has to
fit exactly to another one (the uppermost and lowest hyperatoms in Fig. 3.6
fit exactly to the central one). The structures resulting from par-space cuts at
different perp-space positions all belong to the same local isomorphism class.

3.5.3.1 Scaling Symmetry

The point and space group symmetry of the Fibonacci structure is as described
for the general case in Sect. 3.5.2. The scaling symmetry has been already
discussed and the scaling matrix S shown in (1.1). If we block-diagonalize this
matrix, we obtain the scaling factors acting on par- as well as on perp-space

W · S · W−1 = |a∗|

⎛

⎜⎜
⎝

1 0 0 0
0 1 0 0
0 0 1 τ
0 0 −τ 1

⎞

⎟⎟
⎠ ·

⎛

⎜⎜
⎝

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 1

⎞

⎟⎟
⎠ · |a|

2 + τ

⎛

⎜⎜
⎝

1 0 0 0
0 1 0 0
0 0 1 −τ
0 0 τ 1

⎞

⎟⎟
⎠ =

=

⎛

⎜
⎜
⎝

1 0 0 0
0 1 0 0
0 0 τ 0
0 0 0 τ−1

⎞

⎟
⎟
⎠ =

(
S‖ 0
0 S⊥

)
. (3.52)

The loci of the scaled lattice points lie on hyperbolae of the type x4 = ±c/x3

(Fig. 3.7). Consequently, the scaling operation can be seen as hyperbolic rota-
tion by multiples of φ = arcsinh 1/2 = 0.4812, n ∈ Z (see [15] and references
therein) ⎡

⎢
⎢
⎣

x1

x2

x3

x4

⎤

⎥
⎥
⎦ =

⎡

⎢
⎢
⎣

x1

x2

cosh nφ + sinh nφ
− sinh nφ + cosh nφ

⎤

⎥
⎥
⎦ . (3.53)

Scaling the diffraction vector SnH, with H =
∑4

i=1 hid∗
i yields

⎛

⎜
⎜
⎝

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 1

⎞

⎟⎟
⎠

n

·

⎛

⎜
⎜
⎝

h1

h2

h3

h4

⎞

⎟
⎟
⎠ =

⎛

⎜
⎜
⎝

1 0 0 0
0 1 0 0
0 0 Fn Fn+1

0 0 Fn+1 Fn+2

⎞

⎟
⎟
⎠ ·

⎛

⎜
⎜
⎝

h1

h2

h3

h4

⎞

⎟
⎟
⎠ =

⎛

⎜
⎜
⎝

h1

h2

Fnh3 + Fn+1h4

Fn+1h3 + Fn+2h4

⎞

⎟
⎟
⎠

(3.54)

with the Fibonacci numbers Fn. For n ≥ 0, the perp-space component of the
diffraction vector is continuously decreased leading to increased norms of the
structure factors due to the shape of gk

(
H⊥) (see Sect. 3.5.3.2)

|F (SnH)| > |F (Sn−1H)| > · · · > |F (SH)| > |F (H)|. (3.55)
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Fig. 3.7. Scaling the reciprocal lattice of the Fibonacci sequence by S corresponds
to a hyperbolic rotation. Reflection 1 001̄1 is mapped to the reciprocal lattice points
2 0010 �→ 3 0001 �→ 4 0011 �→ 5 0012 �→ 6 1123

3.5.3.2 Structure Factor

The structure factor of the Fibonacci structure can be obtained by substi-
tuting the value for gk

(
H⊥) (3.8) into (3.12). Since there is only one atomic

surface per unit cell, a line segment of length (1 + τ)|a|/(2 + τ) centered at
x1, x2, 0, 0 (see Fig. 3.2(c)), we obtain by Fourier transformation

gk

(
H⊥) =

2 + τ

πτ2 (−τh3 + h4)
sin
(

πτ2 (−τh3 + h4)
2 + τ

)
(3.56)

Thus, the geometrical form factor gk(H⊥) is of the form sinx⊥/x⊥. The upper
and lower envelopes of this function are hyperbolae ±1/x⊥. Hence, the enve-
lope of the diffracted intensity is proportional to (1/x⊥)2 and convergent. In
Fig. 3.8, the structure factors as function of the par- and perp-space compo-
nent of the diffraction vector are shown. Since the FS is centrosymmetric, the
structure amplitudes can adopt phases 0 and π, i.e. the signs + and −, only.

The intensity statistics for the basically experimentally accessible re-
ciprocal space has been calculated for total 161,822 reflections along the
quasiperiodic direction [00h3h4] with −1000 ≤ h3, h4 ≤ 1000 and 0 ≤
sin θ/λ ≤ 2 Å−1, i.e. a resolution of 1 Å (Table 3.4). It turns out that the
strongest 44 reflections add up to 92.57% of the total diffracted intensity, and
the strongest 425 reflections total 99.25%.

The scaling symmetry, s(τx) = τs(x), can be used for the derivation of
phase relationships between structure factors. If s(x) is the 1D par-space Fi-
bonacci structure then we can write the structure factor as
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Fig. 3.8. Structure factors of a Fibonacci structure as function of (a), (c) the
par- and (b), (d) perp-space components of the diffraction vectors. In (a), (b) the
vertices are decorated with equal point atoms. In (c), (d) the vertices were occupied
by aluminum atoms with an overall ADP of 〈u2〉‖ = 0.005 Å2. Short distance S
= 2.5 Å, all structure factors within 0 ≤ |H| ≤ 2.5 Å−1 have been calculated and
normalized to F (0) = 1

F (h) =
∑

k

e2πihxk , xk = mkS + nkL. (3.57)

The set of coordinates xk, defining the vertices of the FS s(x), multiplied
by a factor τ coincides with a subset of vectors defining the vertices of the
original sequence (Fig. 1.1). The residual vertices correspond to a particular
decoration of the scaled sequence τ2s(x). We obtain the original sequence
s(x) by merging the sequence τs(x) with the sequence τ2s(x) shifted by the
distance L. By Fourier transform is obtained

∑

k

e2πihxrk =
∑

k

e2πihτxk +
∑

k

e2πihτ2(xk+L). (3.58)

This can be reformulated in terms of structure factors as

F (h) = F (τh) + e2πihL F (τ2h). (3.59)
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Table 3.4. Intensity statistics for the Fibonacci structure with the vertices deco-
rated by aluminum atoms (〈u2〉‖ = 0.0127 Å2) for a short distance S = 2.5 Å S
(from [42]). In the upper lines, the number of reflections in the respective intervals
is given, in the lower lines the partial sums

∑
I(H) are given as percentage of the

total diffracted intensity (without I(0))

I(H)/I(H)max ≥ 0.1 ≥ 0.01 and < 0.1 ≥ 0.001 and < 0.01 < 0.001

0.0 ≤ sin θ/λ ≤ 0.2 Å−1 17 148 1505 14 511∑
I(H) 52.53% 2.56% 0.27% 0.03%

0.2 ≤ sin θ/λ ≤ 0.4 Å−1 11 107 1066 14 998∑
I(H) 27.03% 2.03% 0.19% 0.02%

0.4 ≤ sin θ/λ ≤ 0.6 Å−1 9 64 654 15 456∑
I(H) 9.84% 0.96% 0.12% 0.01%

0.6 ≤ sin θ/λ ≤ 0.8 Å−1 6 27 326 15 823∑
I(H) 2.94% 0.34% 0.07% 0.01%

0.8 ≤ sin θ/λ ≤ 2.0 Å−1 1 35 338 96 720∑
I(H) 0.23% 0.79% 0.06% 0.01%

3.5.3.3 The Fibonacci Structure in the IMS Description

The nD embedding of quasiperiodic structures is not unique. On one side, the
absolute perp-space scale is arbitrary (factor c in (3.42) and (3.43)), on the
other side, the atomic surfaces do not necessarily need to be parallel to perp-
space. They may have a par-space component making them similar to mod-
ulation functions of incommensurately modulated structures (IMS). In the
following, the standard embedding will be called QC-setting and the alterna-
tive one IMS-setting. The two variants are shown in Fig. 3.1(c) and (d) for
the reciprocal space and in Fig. 3.2(c), and (d) for the direct space.

The transformation from the QC- to the IMS-setting is performed by a
shear operation. In direct space, the hyperstructure is sheared parallel to the
par-space leaving the par-space structure invariant. The goal is to orient the
vector dIMS

4 parallel to the perp-space. In reciprocal space, the shear direction
is parallel to the perp-space bringing dIMS

3 parallel to the par-space. While
in the QC-setting the set of reflections cannot be separated into main and
satellite reflections, this is possible in the IMS setting. Reflections of type
h1h2h3h4 are main reflections for h4 = 0 and satellite reflections else with the
satellite vector q = π‖dIMS

4 .
There are infinitely many ways to embed the Fibonacci structure in the

IMS-setting; however, only a very few make sense from a crystal-chemical
point of view. The criterion is the intensity ratio between main and satellite
reflections. The higher the total intensity is of main reflections compared to
that of satellite reflections, the more physical relevance has the IMS-setting for
the description of structure and properties. The best choice for the Fibonacci
structure is to apply the shear transformation A‖ (3.60) to a basis with one
newly defined vector d

′QC
4 = dQC

3 + dQC
4 .
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A‖ =

⎛

⎜⎜
⎝

1 0 0 0
0 1 0 0
0 0 1 τ−3

0 0 0 1

⎞

⎟⎟
⎠

V

(3.60)

Then we obtain the following new direct and reciprocal basis

dIMS
1 = dQC

1 ,dIMS
2 = dQC

2 ,dIMS
3 = |a|

2+τ

⎛

⎜
⎜
⎝

0
0

3 − τ
−τ

⎞

⎟
⎟
⎠

V

, dIMS
4 = |a|

2+τ

⎛

⎜
⎜
⎝

0
0
0
τ2

⎞

⎟
⎟
⎠

V

d∗IMS
1 = d∗QC

1 ,d∗IMS
2 = d∗QC

2 ,d∗IMS
3 = |a∗|

⎛

⎜
⎜
⎝

0
0
τ2

0

⎞

⎟
⎟
⎠

V

, d∗IMS
4 = |a∗|

⎛

⎜
⎜
⎝

0
0
τ

3−τ

⎞

⎟
⎟
⎠

V

(3.61)

3.5.3.4 Periodic Average Structure

As mentioned above, 1D quasicrystals can equivalently be treated as IMS
showing a periodic average structure (PAS). The PAS of a Fibonacci structure
can also be derived by an oblique projection onto par-space V ‖ (Fig. 3.9) as
demonstrated in [46].

⊥ ⊥

a b

Fig. 3.9. (a) Oblique projection (marked gray, online: yellow) onto reciprocal space
leads to the average structure of the Fibonacci sequence. The bold (online: red)
horizontal bars represent the projected atomic surfaces. The unit cell length aPAS of
the average structure is marked with a brace. (b) An oblique section (marked gray,
online: yellow) of par-space leads to the diffraction pattern of the PAS of the FS
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Based on the projection with

π‖(r) =

⎛

⎝
1 0 0 0
0 1 0 0
0 0 1 3 − 2τ

⎞

⎠

V

rV =

⎛

⎝
1 0 0 0
0 1 0 0
0 0 τ−2 τ−2

⎞

⎠

D

rD (3.62)

the basis vectors of the average periodic structure result to aPAS
1 = a1,

aPAS
2 = a2, aPAS

3 = τ−2a3 and a∗PAS
1 = a∗

1, a∗PAS
2 = a∗

2, a∗PAS
3 = τ2a∗

3.
The oblique projection in par-space results in an oblique section in reciprocal
space (Fig. 3.9). Consequently, all reflections of type (h1h2h3h3)D are main
reflections. Of course, there is an infinite number of different PAS possible [3],
only a few of them are of physical relevance, however.

3.5.3.5 Superstructures of the Fibonacci Structure

Real quasicrystal structures consist of more than one kind of atoms. This
means that they can be described in terms of a decoration of a basic quasiperi-
odic structure (tiling). In the nD description this can be a decoration (par-
tition) of an atomic surface, of the unit cell or the formation of a supercell.
Therefore, in the following the principle of superstructure formation is dis-
cussed on three examples of 2-color superstructures of the FS (Fig. 3.10). Only
substitutional superstructures are considered, i.e. there are no additional ver-
tices created, there is only a “chemical” ordering on the existing vertices of
the FS.

While the structures shown in Fig. 3.10(a) and (c) are proper superstruc-
tures in the sense that they obey the chemical closeness condition between

a
V⊥ V⊥ V⊥

V II V II V II
L SSL L SSL L SSL

b c

Fig. 3.10. Two-color superstructures of the FS. (a) and (c) are proper superstruc-
tures, which obey the chemical closeness condition between like atoms. In case (b)
a par-space shift along the perp-space would transform via phason flips black into
gray (online: red) atoms and vice versa
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like atoms, that depicted in (b) is not. A par-space shift along the perp-space
would, via phason flips, transform black into gray (online: red) atoms and
vice versa. However, from a chemical point of view it is more physical than
the example shown in Fig. 3.10(a), where A–B distances can be both, L and
S, and no A–A and B–B neighbors exist. On the contrary, in Fig. 3.10(b),
the atomic distances between like atoms, A–A or B–B, are of length L and
between unlike atoms, A–B, of length S. The structure, with composition AB,
is just a 2-fold superstructure of the FS. This 2-color FS can be generated by
the substitution rule

σ : LAA �→ LAASABLBBLBBSBA,LBB �→ LBBSBALAALAASAB, (3.63)

SAB �→ LAASABLBB,SBA �→ LBBSBALAA, (3.64)

applied to the two-letter alphabet {L, S}. If the short distance S = SAB = SBA

links LAA and LBB independently from their order, then the substitution rule
can be alternatively written employing the substitution matrix S

⎛

⎝
1 2 2
2 1 2
1 1 1

⎞

⎠

︸ ︷︷ ︸
=S

⎛

⎝
LAA

LBB

S

⎞

⎠ =

⎛

⎝
LAA + 2LBB + 2S
2LAA + LBB + 2S
LAA + LBB + S

⎞

⎠ . (3.65)

The characteristic polynom 1+5x+3x2 −x3 can be reduced to −1−4x+x2.
The resulting eigenvalues τ3 and −τ−3 fulfill the PV property. Consequently,
a pure point Fourier spectrum results on the Z module of rank 2

M∗ =

{

H‖ =
2∑

i=1

hia∗
i , |a∗

2 =
1
2
τa∗

1, hi ∈ Z

}

. (3.66)

Compared to the diffraction pattern of the FS, there appear superstructure
reflections of the type h2 = n/2 referring to the original unit cell of the FS.
According to (3.65), the 2-color FS scales with a factor of τ3.

Concerning the example shown in Fig. 3.10(a), all next neighbors are of
different kind and a 4-fold centered supercell is needed for the 2D description.
This gives rise to a reflection condition of the type h1h2 : h1 + h2 = 2n based
on the supercell lattice parameters.

In the example depicted in Fig. 3.10(c), the composition is ABτ (A corre-
sponds to red atoms, B to green ones). The closeness condition is fulfilled for
the gray (online: red) atoms with a flip distance S/τ and for the black ones
with S. There are no neighboring A atoms. A–B and B–B distances can be of
length S or L. Since no supercell is needed in the 2D description, no additional
reflections appear compared to the basic FS.
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3.5.3.6 Approximant Structures

The 〈m,n〉-approximant (m,n ∈ N) of a Fibonacci structure can be obtained
applying the shear matrix of (3.7) with A43 �= 0 to r

r = md3 + nd4 =
|a∗

3|
2 + τ

⎛

⎜
⎜
⎝

0
0

m + nτ
n − mτ

⎞

⎟
⎟
⎠

V

. (3.67)

From the condition that the perp-space component of the approximant basis
vector has to vanish

Ar =
|a∗

3|
2 + τ

⎛

⎜
⎜
⎝

0
0

m + nτ
A43(m + nτ)n − mτ

⎞

⎟
⎟
⎠

V

!=
|a∗

3|
2 + τ

⎛

⎜
⎜
⎝

0
0

m + nτ
0

⎞

⎟
⎟
⎠

V

, (3.68)

the shear matrix coefficient results to

A43 =
mτ − n

nτ + m
. (3.69)

The basis vectors aAp
i , i = 1, · · · , 3 of the 〈m,n〉-approximant result to

aAp
i = ai, i = 1, 2, aAp

3 =
(m + nτ)

2 + τ
a3. (3.70)

All peaks are shifted according to (3.8). Projecting the 4D reciprocal space
onto par-space results in a periodic reciprocal lattice. Thus, all reflection in-
dices h1h2h3h4 of the quasicrystal are transformed to h1h2(mh3 + nh4) =
hAp

1 hAp
2 hAp

3 on the basis of the 〈m,n〉-approximant. Consequently, all struc-
ture factors F (H) for reflections with h1h2(h3 − on)(h4 + om), o ∈ Z are
projected onto each other.

3.5.3.7 The Klotz construction

The Klotz construction [26] is an alternative way for the generation of tilings
and their approximants. In case of the Fibonacci tiling, two squares, called
Klötze (plural of the German word Klotz ), are arranged to a fundamental
domain, the copies of which form a 2D uniform, dihedral, periodic tiling under
translation (Fig. 3.11).

The set of all translations constitutes a 2D square lattice. The edge lengths
of the squares define the lengths of the prototiles resulting from the cut along
V‖. The extension of the fundamental domain along V⊥ defines the window,
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Fig. 3.11. Klotz construction based on two fundamental domains (squares). The
ratio of their edge lengths is 1 in (a), 2 in (b) and τ in (c). Along the cutting
line V‖, this corresponds to 1D periodic approximant sequences (LS), (LSL), and the
quasiperiodic FS, respectively. The thick (online: red) lines mark the projections of
the unit cell of the 2D lattice upon V‖ and V⊥. This gives the Delone cluster (LS) and
the window, respectively. Vertices of 2D rectangular or square lattices are marked
by open circles

which will be relevant for the nD description (see Sect. 3.5.3). The projection
of the 2D unit cell onto V‖ defines the Delone cluster (LS), which is a covering
cluster for the Fibonacci tiling. It covers the Fibonacci tiling, with sometimes
overlapping S, in the following way

. . . (L(S)L)(LS)(L(S)L)(L(S)L)(LS) . . . (3.71)

The ratios of the edge lengths of the squares and the window give the rela-
tive frequencies of the prototiles in the tiling. The ratio of the areas of the
squares gives the fraction of the Fibonacci tiling covered by the one and by
the other prototile. If the edge lengths of the two squares are chosen in the
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ratio of successive Fibonacci numbers then rational approximants result from
the cut. In Fig. 3.11, the 1/1- and the 2/1-approximants are shown beside the
Fibonacci tiling.

If V‖ runs through a lattice point then the resulting Fibonacci tiling will
have an inversion center since the whole Klotz tiling itself is centrosymmetric.
A symmetric sequence can also be obtained from the words wn generated by
the substitution rule (1.1) by just removing the last two letters [23].

3.6 2D Quasiperiodic Structures

The 3D structures to be discussed in this section are quasiperiodic in two
dimensions. They can be subsumed under the category of axial quasiperiodic
structures, which can be seen, only geometrically (!), as periodic stackings
of 2D quasiperiodic layers. The examples gone through in the following are
mainly based on the 2D tilings presented in Chap. 1. The derivation of the
proper nD embedding is best performed in reciprocal space.

The first step is to define a symmetry adapted set of reciprocal basis
vectors a∗

i , i = 1 . . . , n. The vector components are given on a 3D Cartesian
basis (V -basis). The set of all diffraction vectors H =

∑n
i=1 hia∗

i forms a
Z-module M∗ of rank n. The vectors a∗

i , i = 1, . . . , n can be considered as
par-space projections of the basis vectors d∗

i , i = 1, . . . , n of the nD reciprocal
lattice Σ∗. These vectors span the nD D-basis. The par-space components
of the nD vectors d∗

i = (x1, x2, · · · , xn)V are x1, x2, x3, with x3 the periodic
direction. The n-fold axis (n > 2) is always oriented along [0 0 1 0 · · · 0]V .

The second step is to decompose the, in 3D reducible, symmetry-adapted
representation of the n-fold rotation into its irreducible representations. This
can be done using the property that the trace of a transformation matrix is in-
dependent from the basis used. Then the proper irreducible representations
can be identified in the character tables of the respective symmetry groups.
For our purpose it is sufficient to consider the point groups of type Nm (CNv)
with the generating elements α = N , with N an N -fold rotation, and β = m,
with m the reflection on a vertical mirror plane. With the identity operation
ε = 1 the following relations hold: αN = β2 = ε and αβ = βα−1. The general
form of the character table is given in Table 3.5 for odd orders p of N and in
Table 3.6 for even orders.

The 2D irreducible representations can be written without loss of gener-
ality in the form

αr �→
∣
∣∣
∣
cos(r 2π

p ) − sin(r 2π
p )

sin(r 2π
p ) cos(r 2π

p )

∣
∣∣
∣ , β �→

∣
∣∣
∣
0 1
1 0

∣
∣
∣
∣ . (3.72)

Based on the decomposition of the reducible representation of the N -fold
rotation operation, the perp-space components of the nD basis can be de-
rived. The matrix W = (d∗

1, . . . ,d
∗
p)V contains the nD reciprocal basis vec-

tors as columns. Consequently, the columns of the transposed inverse matrix
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Table 3.5. General form of the character table for point groups of type Nm(CNv)
for odd order p of N (see, e.g., [2]). ε denotes the identity operation, αn the rotation
around 2nπ/N , and β the reflection on a vertical mirror plane (i.e., the normal to
the mirror plane is perpendicular to the N -fold rotation axis)

Elements ε α . . . α
p−1
2 p−1

2
β

Γ1 1 1 . . . 1 1
Γ2 1 1 . . . −1
Γ3 2 2 cos( 2π

p
) . . . 2 cos( p−1

2
2π
p

) 0

Γ4 2 2 cos(2 2π
p

) . . . 2 cos((p − 1) 2π
p

) 0
...

...
... . . .

...
...

Γ(p+3)/2 2 2 cos( p−1
2

2π
p

) . . . 2 cos(( p−1
2

)2 2π
p

) 0

Table 3.6. General form of the character table for point groups of type Nm(CNv)
for even order p of N (see, e.g., [2]). ε denotes the identity operation, αn the rotation
around 2nπ/N , β and β′ the reflection on vertical mirror planes with the normal to
the mirror plane along or between 3D reciprocal basis vectors and perpendicular to
the N -fold axis

Elements ε α . . . α
p
2 p

2
β p

2
β′

Γ1 1 1 . . . 1 1 1
Γ2 1 1 . . . 1 −1 −1

Γ3 −1 1 . . . (−1)
p
2 1 −1

Γ4 −1 1 . . . (−1)
p
2 −1 1

Γ5 2 2 cos( 2π
p

) . . . 2 cos( p
2

2π
p

) 0 0

Γ6 2 2 cos(2 2π
p

) . . . 2 cos(p 2π
p

) 0 0
...

...
... . . .

...
...

...
Γ(p+6)/2 2 2 cos(( p

2
− 1) 2π

p
) . . . 2 cos( p

2
( p
2
− 1) 2π

p
) 0 0

(W−1)T = (d1, . . . ,dp)V are made up by the nD direct basis vectors. Denoting
the matrix W for short by its coefficients wij , its inverse by Wij , their trans-
posed matrices by wji and Wji, and using the Einstein summation convention
the transformation between D- and V -bases of basis vectors, coordinates and
indices can be performed as following:

(d∗
i )V =wij(d∗

j )D, (d∗
i )D=Wij(d∗

j )V , (hi)V =Wji(hj)D, (hi)D=wji(hj)V

(di)V =Wji(dj)D, (di)V =wji(dj)D, (xi)V =wij(xj)D, (xi)D=Wij(xj)V

(3.73)

For the 2D quasiperiodic substructure, there is a minimum embedding
dimension n given by the condition that the N -fold rotational symmetry has
to leave the nD lattice invariant (see Table 3.1). n equals 4 in case of 5-, 8-,
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10- and 12-fold symmetry, and 6 for 7- and 14-fold, for instance. It may be
helpful, however, to use the canonical hypercubic description which is based
on the full star of basis vectors. The embedding dimension n results to n = N
if N is odd and n = N/2 for N even. In the hypercubic case, the derivation
of atomic surfaces may be simpler.

3.6.1 Pentagonal Structures

There are two ways of embedding pentagonal tilings, which can be used as
basic quasilattices for pentagonal structures. The 4D minimum embedding di-
mension leads to a hyperrhombohedral unit cell, the 5D canonical embedding
to a hypercubic unit cell. Adding a third, periodic dimension allows to model
axial quasicrystal structures.

3.6.1.1 (4+1)D Embedding

Here, the case is described where only the four rationally independent re-
ciprocal basis vectors out of the five related to the 2D quasiperiodic sub-
structure are used for embedding. Each of the five reciprocal basis vectors
can be described as linear combination of the four other ones, for instance,
a∗
0 = −(a∗

1 + a∗
2 + a∗

3 + a∗
4). This minimum-dimensional embedding leads to a

hyperrhombohedral unit cell of the quasiperiodic substructure.
The embedding matrix is derived from the reducible representation Γ (α)

of the 5-fold rotation, α = 5, which can be written as 5×5 matrix with integer
coefficients acting on the reciprocal space vectors H. The 5D representation
can be composed from the irreducible representations Γ1, Γ3, and Γ4 shown
in the character table below (Table 3.7).

The 2D representation Γ3 describes the component of the 5D rotation in
the 2D quasiperiodic physical subspace, the 2D representation Γ4 the compo-
nent of the rotation in perp-space, and the 1D representation Γ1 that along the
5-fold axis (Fig. 3.12). The sum of the corresponding characters 1+τ−1−τ = 0
equals the trace of the reducible rotation matrix given in (3.74). Based thereon,
the 5-fold rotation matrix can be block-diagonalised in the following way

Table 3.7. Character table for the pentagonal group 5m (C5v) [20]. ε denotes the
identity operation, αn the rotation around 2nπ/5, and β the reflection on a vertical
mirror plane

Elements ε α α2 β

Γ1 1 1 1 1
Γ2 1 1 1 −1
Γ3 2 τ −1 − τ 0
Γ4 2 −1 − τ τ 0
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V||

4π/5

2π/5

P

V⊥

P
,
||

P
,⊥

P⊥

P
,

P||

Fig. 3.12. Illustration of a 4D 5-fold rotation by the par- and perp-space projections
of the trajectory of the point P during its rotation to P′

Γ (5) =

⎛

⎜
⎜
⎜
⎜
⎝

0 0 0 1̄ 0
1 0 0 1̄ 0
0 1 0 1̄ 0
0 0 1 1̄ 0
0 0 0 0 1

⎞

⎟
⎟
⎟
⎟
⎠

D∗

=

⎛

⎜
⎜
⎜
⎜
⎝

cos 2π
5 − sin 2π

5 0 0 0
sin 2π

5 cos 2π
5 0 0 0

0 0 1 0 0
0 0 0 cos 4π

5 − sin 4π
5

0 0 0 sin 4π
5 cos 4π

5

⎞

⎟
⎟
⎟
⎟
⎠

V ∗

=

=

(
Γ ‖ (5) 0

0 Γ⊥ (5)

)

V ∗

. (3.74)

3.6.1.2 Reciprocal Space

The electron density distribution function ρ(r) of a 3D quasicrystal can
be represented by the Fourier series given in (3.41). All Fourier coeffi-
cients, i.e. the structure factors F (H), can be indexed with integer in-
dices based on five reciprocal space vectors: H =

∑5
i=1 hia∗

i with a∗
i =

a∗ (cos(2πi/5), sin(2πi/5), 0) , i = 1, . . . , 4, a∗ = |a∗
1| = |a∗

2| = |a∗
3| = |a∗

4|,a∗
5 =

|a∗
5| (0, 0, 1) and hi ∈ Z (Fig. 3.13).
The vector components refer to a Cartesian coordinate system in par-space

V ‖. The set of all diffraction vectors H forms a Z-module M∗ of rank five.
The vectors a∗

i , i = 1, . . . , 5 can be considered as par-space projections of the
basis vectors d∗

i , i = 1, . . . , 5 of the 5D reciprocal lattice Σ∗ with

d∗
i = a∗

√
2
5

⎛

⎜
⎜⎜
⎜
⎝

cos 2πi
5

sin 2πi
5

0
c cos 4πi

5
c sin 4πi

5

⎞

⎟
⎟
⎟⎟
⎠

V ∗

, i = 1, . . . , 4; d∗
5 = a∗

5

⎛

⎜
⎜
⎜⎜
⎝

0
0
1
0
0

⎞

⎟
⎟
⎟⎟
⎠

V ∗

. (3.75)

c is an arbitrary constant which is usually set to 1 (as it is also done in the
following). The subscript V denotes components referring to a 5D Cartesian
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ai
*=π ||di*

ai=π ||di

ai
*=π⊥di

*

ai=π⊥di

a5
*

a3*

a3*

a3*

a2*

a2

a2

a3

a3

a4

a4

a5 a5

a1

a1

a2*

a2*

a5*

a5* a5*

a1*
a1*

a1*

a4*

a4*

a4*

a0* a0* a0*

a b

d e

c

Fig. 3.13. Reciprocal basis of the pentagonal phase shown in perspective view (a)
as well as in projections upon the parallel (b) and the perp-space (c). The vector
a∗

0 = −(a∗
1 +a∗

2 +a∗
3 +a∗

4) is linear dependent. The corresponding projections of the
direct basis are depicted in (d) and (e)

coordinate system (V -basis), while subscript D refers to the 5D crystallo-
graphic basis (D-basis). The embedding matrix W (3.76), which contains the
reciprocal space vectors d∗

i , i = 1, . . . , 5 as columns, results to

W =

√
2
5

⎛

⎜
⎜⎜
⎜
⎜
⎜
⎝

cos 2π
5 cos 4π

5 cos 6π
5 cos 8π

5 0
sin 2π

5 sin 4π
5 sin 6π

5 sin 8π
5 0

0 0 0 0
√

5
2

cos 4π
5 cos 8π

5 cos 12π
5 cos 16π

5 0

sin 4π
5 sin 8π

5 sin 12π
5 sin 16π

5 0

⎞

⎟
⎟⎟
⎟
⎟
⎟
⎠

V ∗

. (3.76)

The direct 5D basis is obtained from the orthogonality condition (3.5) as
column vectors of the transpose (W−1)T of the inverse embedding matrix W

di =
1
a∗

√
2
5

⎛

⎜⎜
⎜⎜
⎝

cos 2πi
5 − 1

sin 2πi
5

0
cos 4πi

5 − 1
sin 4πi

5

⎞

⎟⎟
⎟⎟
⎠

V

, i = 1, . . . , 4; d5 =
1
a∗
5

⎛

⎜⎜
⎜⎜
⎝

0
0
1
0
0

⎞

⎟⎟
⎟⎟
⎠

V

. (3.77)
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The metric tensors G and G∗ are of type
⎛

⎜
⎜
⎜
⎜
⎝

A B B B 0
B A B B 0
B B A B 0
B B B A 0
0 0 0 0 C

⎞

⎟
⎟
⎟
⎟
⎠

(3.78)

with A = 4/5a∗2, B = −1/5a∗2, C = a∗2
5 , for reciprocal space and A = 2/a∗2,

B = 1/a∗2, C = 1/a∗2
5 for direct space. Therefrom, the direct and reciprocal

lattice parameters can be derived as

d∗i =
2√
5
a∗, d∗5 = a∗

5, αij = 104.48◦, αi5 = 90◦, i, j = 1, . . . , 4 (3.79)

and

di =
2√
5a∗ , d5 =

1
a∗
5

, αij = 60◦, αi5 = 90◦, i, j = 1, . . . , 4 . (3.80)

The volume of the 5D unit cell results to

V =
√

det (G) =
√

5
a∗4a∗

5

=
25
√

5
16

d4d5. (3.81)

3.6.1.3 Symmetry

The diffraction symmetry of pentagonal phases, i.e., the point symmetry group
leaving invariant the intensity weighted Fourier module (diffraction pattern)
M∗

I , is one of the two Laue groups 5̄2/m or 5̄. The space groups leaving the
5D hypercrystal structure invariant are that subset of all 5D space groups,
the point groups of which are isomorphous to the 3D pentagonal point groups
(Table 3.8).

The orientation of the symmetry elements of the 5D space groups is defined
by the isomorphism of the 3D and 5D point groups. The 5-fold axis defines
the unique direction [00100]V or [00001]D, which is the periodic direction.
The 5D reflection and inversion operations m and 1̄ reflect and invert in both
subspaces V ‖ and V ⊥ in the same way. The 5-fold rotation has the component
2π/5 in V ‖ and 4π/5 in V ⊥ (Fig. 3.13) as already found in (3.74). The same
decomposition can be obtained from W · Γ (5)·W−1.

The symmetry matrices for the reflections on mirror planes, with normals
along and between reciprocal basis vectors, respectively, read for the examples
with the normal of the mirror plane m2 along a∗

2 and of the mirror plane m14

along a∗
1 − a∗

4:

Γ (m2) =

⎛

⎜
⎜⎜
⎜
⎝

0 0 1̄ 1 0
0 1̄ 0 1 0
1̄ 0 0 1 0
0 0 0 1 0
0 0 0 0 1

⎞

⎟
⎟⎟
⎟
⎠

V ∗

, Γ (m14) =

⎛

⎜
⎜⎜
⎜
⎝

0 0 0 1̄ 0
0 0 1̄ 0 0
0 1̄ 0 0 0
1̄ 0 0 0 0
0 0 0 0 1

⎞

⎟
⎟⎟
⎟
⎠

V ∗

, (3.82)
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Table 3.8. The five 3D pentagonal point groups of order k and the twenty-two corre-
sponding 5D pentagonal space groups with extinction conditions [36]. The notation
is analogous to that of trigonal space groups. The first position in the point group
and the second position in the space group symbols refer to generating symmetry
elements oriented along the periodic direction, the second position to the symmetry
elements oriented along reciprocal space basis vectors and the third position to those
oriented between them. S means staggered lattice in analogy to R in the trigonal
case

3D Point Group k 5D Space Group Reflection Conditions

5̄
2

m
20 P 5̄

2

m
1 No condition

P 5̄
2

c
1 Odd layers along

P 5̄ 1
2

m
No condition

P 5̄ 1
2

c
Odd layers between

S5̄
2

m
No condition

S5̄
2

c
Odd layers between

5m 10 P5m1 No condition
P5c1 Odd layers along
P51m No condition
P51c Odd layers between
S5m No condition
S5c Odd layers between

52 10 P51 2 No condition
P5j1 2 0000hj : jh5 = 5n
P52 1 No condition
P5j2 1 0000hj : jh5 = 5n
S52 No condition

5̄ 5 P 5̄ No condition
S5̄ No condition

5 5 P5 No condition
P5j 0000hj : jh5 = 5n
S5 No condition

The five possible 3D point groups and the twenty-two 5D space groups of
pentagonal quasiperiodic structures are listed in Table 3.8. The translation
components of the 5-fold screw axes and the c-glide planes are along the pe-
riodic direction. The capital letter S marks staggered lattice types in analogy
to the rhombohedral Bravais lattice in the trigonal case.

A typical property of the reciprocal space of quasiperiodic structures is
its scaling symmetry (Fig. 3.14). The scaling operation is represented by the
matrix S∗, which can be diagonalized by W · S∗·W−1
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a b

Fig. 3.14. Reciprocal and direct space scaling by the matrices S∗ (a) and S (b),
respectively. The scaled basis vectors (marked gray) keep their orientation and are
increased or decreased in length by a factor τ (a) or 1/τ (b). Explicitly shown is
the scaling of the vectors a∗

1 and a2: a∗′
1 = a∗

2 + a∗
0 + a∗

1 with a∗
0 = −

∑4
i=1 a∗

i , and
a′

2 = a3 − a4

S∗ =

⎛

⎜
⎜⎜
⎜
⎝

0 1 0 1̄ 0
0 1 1 1̄ 0
1̄ 1 1 0 0
1̄ 0 1 0 0
0 0 0 0 1

⎞

⎟
⎟⎟
⎟
⎠

D∗

=

⎛

⎜
⎜⎜
⎜
⎝

τ 0 0 0 0
0 τ 0 0 0
0 0 1 0 0
0 0 0 −1/τ 0
0 0 0 0 −1/τ

⎞

⎟
⎟⎟
⎟
⎠

V ∗

=
(

Γ ‖ (S∗) 0
0 Γ⊥

1 (S∗)

)

V ∗
.

(3.83)
The eigenvalues of the scaling matrix are the Pisot numbers λ1 = 1 +
2 cos π/5 = τ = 1.61803, λ2 = 1 + 2 cos 4π/5 = −1/τ = − 0.61803, which
are the solutions of the characteristic polynomial 1+x−3x2−x3 +3x4−x5 =
(1−x)(−1−x+x2)2. The scaling symmetry matrix for the direct space basis
vectors and the reflection indices S = [(S∗)−1]T results to

S =

⎛

⎜⎜
⎜
⎜
⎝

1̄ 0 1̄ 1̄ 0
1 0 1 0 0
0 1 0 1 0
1̄ 1̄ 0 1̄ 0
0 0 0 0 1

⎞

⎟⎟
⎟
⎟
⎠

D

=

⎛

⎜⎜
⎜
⎜
⎝

1/τ 0 0 0 0
0 1/τ 0 0 0
0 0 1 0 0
0 0 0 −τ 0
0 0 0 0 −τ

⎞

⎟⎟
⎟
⎟
⎠

V

=
(

Γ ‖ (S) 0
0 Γ⊥

1 (S)

)

V

.

(3.84)

3.6.1.4 (5+1)D Embedding

The following nD description is based on the full set of five reciprocal ba-
sis vectors related to the quasiperiodic substructure plus one in the periodic
direction. The 5-fold reducible 6×6 rotation matrix can be block-diagonalised
in the following way
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Γ (5) =

⎛

⎜⎜
⎜⎜
⎜
⎜
⎝

0 0 0 0 1 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 0 1

⎞

⎟⎟
⎟⎟
⎟
⎟
⎠

D∗

=

⎛

⎜⎜
⎜
⎜⎜
⎜⎜
⎝

cos 2π
5 − sin 2π

5 0 0 0
sin 2π

5 cos 2π
5 0 0 0

0 0 1 0 0
0 0 0 cos 4π

5 − sin 4π
5

0 0 0 sin 4π
5 cos 4π

5
0 0 0 0 0 1

⎞

⎟
⎟⎟
⎟⎟
⎟⎟
⎠

V ∗

=

=

(
Γ ‖ (5) 0

0 Γ⊥ (5)

)

V ∗

. (3.85)

Both par- and perp-subspaces are 3D in this case. The set of all diffraction
vectors H forms a Z-module M∗ of rank six. The vectors a∗

i , i = 1, . . . , 6,
with a∗ = a∗

1 = a∗
2 = a∗

3 = a∗
4 = a∗

5 (a∗
0 = a∗

5), can be considered as par-space
projections of the basis vectors d∗

i , i = 1, . . . , 6 of the 6D reciprocal lattice
Σ∗ with

d∗
i = a∗

i

√
2
5

⎛

⎜
⎜⎜
⎜
⎜
⎜
⎜
⎝

cos 2πi
5

sin 2πi
5

0
c cos 4πi

5

c sin 4πi
5

c√
2

⎞

⎟
⎟⎟
⎟
⎟
⎟
⎟
⎠

V ∗

, i = 1, . . . , 5; d∗
6 = a∗

6

⎛

⎜
⎜⎜
⎜
⎜
⎜
⎝

0
0
1
0
0
0

⎞

⎟
⎟⎟
⎟
⎟
⎟
⎠

V ∗

. (3.86)

Without loss of generality c can be set to 1. Then the W matrix for 6D
reciprocal space reads

W =

√
2
5

⎛

⎜
⎜⎜
⎜⎜
⎜⎜
⎜
⎝

cos 2π
5 cos 4π

5 cos 6π
5 cos 8π

5 1 0
sin 2π

5 sin 4π
5 sin 6π

5 sin 8π
5 0 0

0 0 0 0 0
√

5
2

cos 4π
5 cos 8π

5 cos 12π
5 cos 16π

5 1 0
sin 4π

5 sin 8π
5 sin 12π

5 sin 16π
5 0 0

1√
2

1√
2

1√
2

1√
2

1√
2

0

⎞

⎟⎟
⎟
⎟⎟
⎟⎟
⎟
⎠

V ∗

. (3.87)

The direct 6D basis is obtained from the orthogonality condition (3.5) as
column vectors of the transpose (W−1)T of the inverse embedding matrix W

di =
1
a∗

√
2
5

⎛

⎜
⎜
⎜
⎜⎜
⎜
⎝

cos 2πi
5

sin 2πi
5

0
cos 4πi

5
sin 4πi

5

1/
√

2

⎞

⎟
⎟
⎟
⎟⎟
⎟
⎠

V

, i = 1, . . . , 5; d6 =
1
a∗
6

⎛

⎜
⎜
⎜
⎜⎜
⎜
⎝

0
0
1
0
0
0

⎞

⎟
⎟
⎟
⎟⎟
⎟
⎠

V

. (3.88)
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The metric tensors G and G∗ are of type

⎛

⎜
⎜⎜
⎜⎜
⎜
⎝

A 0 0 0 0 0
0 A 0 0 0 0
0 0 A 0 0 0
0 0 0 A 0 0
0 0 0 0 A 0
0 0 0 0 0 B

⎞

⎟
⎟⎟
⎟⎟
⎟
⎠

, (3.89)

with A = a∗2, B = a∗2
6 , for reciprocal space and A = 1/a∗2, B = 1/a∗2

6 for
direct space. Therefrom, the direct and reciprocal lattice parameters can be
derived as d∗i = a∗

i , di = 1/a∗
i , α

∗
ij = αij = 90◦, i, j = 1, . . . , 6. The volume of

the 6D unit cell results, with d = d1 = d2 = d3 = d4 = d5, to

V =
√

det (G) =
1

a∗5a∗
6

= d5d6. (3.90)

3.6.1.5 Example: Pentagonal Quasicrystal

The 6D hyperlattice Σ of the pentagonal structure possesses decagonal sym-
metry. The symmetry can be lowered to pentagonal by a proper decoration
with atomic surfaces breaking the decagonal lattice symmetry. For instance,
if an atomic surface with just pentagonal symmetry is put at the origin of the
5D subunit cell. This can be a superstructure of the pentagonal Penrose tiling,
when the decagonal atomic surface is decorated in a proper way. Basically,
the description of a pentagonal structure is analogous to that of the decagonal
case and will be treated in Sect. 3.6.4, consequently.

3.6.2 Heptagonal Structures

Axial quasicrystals with heptagonal diffraction symmetry, i.e., with Laue
groups 7̄2/m or 7̄, possess heptagonal structures. So far, there are only a
few approximants known and no quasicrystals. The embedding matrix can be
derived from the reducible representation Γ (α) of the 7-fold rotation, α = 7,
which can be written as 7 × 7 matrix with integer coefficients acting on the
reciprocal space vectors H. The 7D representation is reducible to par- and
perp-space components, which can be combined from the irreducible repre-
sentations Γ3, Γ1, Γ4, and Γ5 shown in the character table below (Table 3.9).

Consequently, a 2π/7 rotation in V ‖ around the 7-fold axis has component
rotations of 4π/7 and 6π/7 in the two 2D orthogonal V ⊥ subspaces (Fig. 3.15).
The decomposition of the reducible symmetry matrix α yields (3.91)
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Table 3.9. Character table for the heptagonal group 7m (C7v). ε denotes the iden-
tity operation, αn the rotation around 2nπ/7, and β the reflection on a mirror plane

Elements ε α α2 α3 β

Γ1 1 1 1 1 1
Γ2 1 1 1 1 −1
Γ3 2 2 cos 2π/7 2 cos 4π/7 2 cos 6π/7 0
Γ4 2 2 cos 4π/7 2 cos 8π/7 2 cos 12π/7 0
Γ5 2 2 cos 6π/7 2 cos 12π/7 2 cos 4π/7 0

a b c

d e f

ai
*=π||di*

ai=π||di

ai
*=π1

⊥di
*

ai=π1
⊥di ai=π2

⊥di

ai
*=π2

⊥di
*

a3*

a4*

a4*

a4*

a2*

a2*

a2*

a6*

a6*

a3*

a3*

a2

a2

a3

a3

a4

a4

a6
a6

a1

a1

a7

a5*

a5

a5

a6

a2

a5

a4

a3

a1

a5*

a5*a1*
a1*

a1*

a6*

a7*

Fig. 3.15. 7D reciprocal (a–c) and direct (d–f) space bases d∗
i and di, i = 1, . . . , 7,

respectively, projected onto the par-space (a, d) and the two 2D perp-subspaces (b,
e) and (c, f). The vectors a∗

7 and a7 along the periodic direction are perpendicular
to the plane spanned by the vectors a∗

i , i = 1, . . . , 6 and ai, i = 1, . . . , 6, respectively

Γ (α) =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 0 0 0 0 1̄ 0

1 0 0 0 0 1̄ 0

0 1 0 0 0 1̄ 0

0 0 1 0 0 1̄ 0

0 0 0 1 0 1̄ 0

0 0 0 0 1 1̄ 0

0 0 0 0 0 0 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟⎟
⎟
⎟
⎠

D∗

=

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

cos 2π
7

− sin 2π
7

0 0 0 0 0

sin 2π
7

cos 2π
7

0 0 0 0 0

0 0 1 0 0 0 0

0 0 0 cos 4π
7

− sin 4π
7

0 0

0 0 0 sin 4π
7

cos 4π
7

0 0

0 0 0 0 0 cos 6π
7

− sin 6π
7

0 0 0 0 0 sin 6π
7

cos 6π
7

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

V
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=

⎛

⎜
⎝

Γ ‖ (7) 0 0

0 Γ⊥
1 (7) 0

0 0 Γ⊥
2 (7)

⎞

⎟
⎠

V

(3.91)

3.6.2.1 Reciprocal Space

The electron density distribution function ρ(r) of a 3D quasicrystal can be
represented by the Fourier series given in (3.41). All Fourier coefficients, i.e.,
the structure factors F (H), can be indexed based on seven reciprocal basis
vectors with integers: H =

∑7
i=1 hia∗

i with a∗
i = a∗ (cos(2πi/7), sin(2πi/7), 0),

a∗ = |a∗
i |, i = 1, . . . , 6,a∗

7 = |a∗
7| (0, 0, 1) and hi ∈ Z (Fig. 3.15).

The vector components refer to a Cartesian coordinate system in par-space
V ‖. The set of all diffraction vectors H forms a Z-module M∗ of rank seven.
The vectors a∗

i , i = 1, . . . , 7 can be considered as par-space projections of the
basis vectors d∗

i , i = 1, . . . , 7 of the 7D reciprocal lattice Σ∗ with

d∗
i = a∗

⎛

⎜⎜
⎜⎜
⎜
⎜
⎜
⎜
⎝

cos 2πi
7

sin 2πi
7

0
c cos 4πi

7
c sin 4πi

7
c cos 6πi

7
c sin 6πi

7

⎞

⎟⎟
⎟⎟
⎟
⎟
⎟
⎟
⎠

V

, i = 1, . . . , 6, d∗
7 = a∗

7

⎛

⎜
⎜⎜
⎜
⎝

0
0
1
0
0

⎞

⎟
⎟⎟
⎟
⎠

V

. (3.92)

The coupling factor between par- and perp-space rotations equals 2 and 3,
respectively, for the two 2D perpendicular subspaces, c is an arbitrary constant
which is usually set to 1 (as it is also done in the following). The subscript
V denotes components referring to a 7D Cartesian coordinate system (V -
basis), while subscript D refers to the 7D crystallographic basis (D-basis).
The embedding matrix W (3.93) results to

W =

⎛

⎜
⎜
⎜
⎜⎜
⎜
⎜⎜
⎜⎜
⎝

cos 2π
7 cos 4π

7 cos 6π
7 cos 8π

7 cos 10π
7 cos 12π

7 0
sin 2π

7 sin 4π
7 sin 6π

7 sin 8π
7 sin 10π

7 sin 12π
7 0

0 0 0 0 0 0 1
cos 4π

7 cos 8π
7 cos 12π

7 cos 16π
7 cos 20π

7 cos 24π
7 0

sin 4π
7 sin 8π

7 sin 12π
7 sin 16π

7 sin 20π
7 sin 24π

7 0
cos 6π

7 cos 12π
7 cos 18π

7 cos 24π
7 cos 30π

7 cos 36π
7 0

sin 6π
7 sin 12π

7 sin 18π
7 sin 24π

7 sin 30π
7 sin 36π

7 0

⎞

⎟
⎟
⎟
⎟
⎟⎟
⎟⎟
⎟⎟
⎠

. (3.93)
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The direct 7D basis is obtained from the orthogonality condition (3.5)

di =
2

7a∗
i

⎛

⎜
⎜
⎜⎜
⎜⎜
⎜
⎜
⎝

cos 2πi
7 − 1

sin 2πi
7

0
cos 4πi

7 − 1
sin 4πi

7
cos 6πi

7 − 1
sin 6πi

7

⎞

⎟
⎟
⎟⎟
⎟⎟
⎟
⎟
⎠

V

, i = 1, . . . , 6, d7 =
1
a∗
7

⎛

⎜
⎜
⎜⎜
⎜⎜
⎜
⎜
⎝

0
0
1
0
0
0
0

⎞

⎟
⎟
⎟⎟
⎟⎟
⎟
⎟
⎠

V

. (3.94)

The metric tensors G and G∗ are of type

⎛

⎜
⎜⎜
⎜
⎜
⎜⎜
⎜
⎝

A B B B B B 0
B A B B B B 0
B B A B B B 0
B B B A B B 0
B B B B A B 0
B B B B B A 0
0 0 0 0 0 0 C

⎞

⎟
⎟⎟
⎟
⎟
⎟⎟
⎟
⎠

(3.95)

with A = 3a∗2, B = −1/2a∗2, C = a∗2
7 , for reciprocal space and A = 4/7a∗2,

B = 2/7a∗2, C = 1/a∗2
7 for direct space. Therefrom the direct and reciprocal

lattice parameters can be derived as

d∗i =
√

3a∗, dd∗
7 = a∗

7, αij = arccos 1/6 = 99.59◦, αi7 = 90◦, i, j = 1, . . . , 6
(3.96)

and

di =
2√
7a∗ , i = 1, . . . , 6, d7 =

1
a∗
7

, αij = 60◦, αi5 = 90◦, i, j = 1, . . . , 4 .

(3.97)

This means that the 6D subspace orthogonal to the periodic direction has
hyperrhombohedral symmetry. The volume of the 7D unit cell results to

V =
√

det (G) =
8

49
√

7a∗6a∗
7

. (3.98)

3.6.2.2 Symmetry

The diffraction symmetry of heptagonal phases, i.e., the point symmetry group
leaving the intensity weighted Fourier module (diffraction pattern) M∗

I invari-
ant, is one of the two Laue groups 7̄2/m or 7̄. The space groups leaving the
7D hypercrystal structure invariant are that subset of all 7D space groups,
the point groups of which are isomorphous to the 3D heptagonal point groups
(Table 3.10). The orientation of the symmetry elements of the 7D space groups
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Table 3.10. The five 3D heptagonal point groups of order k and the twenty-two
corresponding 7D heptagonal space groups with reflection conditions [36]. The no-
tation is analogous to that of trigonal space groups. The first position in the point
and space group symbols refers to generating symmetry elements oriented along the
periodic direction, the second position to the symmetry elements oriented along re-
ciprocal space basis vectors and the third position to those oriented between them.
S means staggered lattice in analogy to R in the trigonal case

3D Point Group k 7D Space Group Reflection Conditions

7̄
2

m
28 P 7̄

2

m
1 No condition

P 7̄
2

c
1 Odd layers along

P 7̄ 1
2

m
No condition

P 7̄ 1
2

c
Odd layers between

S7̄
2

m
No condition

S7̄
2

c
Odd layers between

7m 14 P7m1 No condition
P7c1 Odd layers along
P71m No condition
P71c Odd layers between
S7m No condition
S7c Odd layers between

72 14 P71 2 No condition
P7j1 2 0000hj : jh7 = 7n
P72 1 No condition
P7j2 1 0000hj : jh7 = 7n
S72 No condition

7̄ 7 P 7̄ No condition
S7̄ No condition

7 7 P7 No condition
P7j 0000hj : jh7 = 7n
S7 No condition

is defined by the isomorphism of the 3D and 7D point groups. The 7-fold axis
defines the unique direction [0010000]V or [0000001]D, which is the periodic
direction. The 7D reflection and inversion operations m and 1̄ reflect and
invert in both subspaces V ‖ and V ⊥ in an analogous manner. The 7-fold ro-
tation has the component 2π/7 in V ‖ and 4π/7, 6π/7 in the two 2D subspaces
of V ⊥ (Fig. 3.15) as already described in (3.91). The same decomposition can
be obtained from W · Γ (7)·W−1.
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The symmetry matrices for the reflections on mirror planes with normals
along and between reciprocal basis vectors, respectively, read for the examples
with the normal of the mirror plane m1 along a∗

1 and of the mirror plane m15

along a∗
1 − a∗

5:

Γ (m1) =

⎛

⎜⎜
⎜
⎜
⎜
⎜⎜
⎜
⎝

1̄ 1 0 0 0 0 0
0 1 0 0 0 0 0
0 1 0 0 0 1̄ 0
0 1 0 0 1̄ 0 0
0 1 0 1̄ 0 0 0
0 1 1̄ 0 0 0 0
0 0 0 0 0 0 1

⎞

⎟⎟
⎟⎟
⎟⎟
⎟
⎟
⎠

D∗

, Γ (m15) =

⎛

⎜⎜
⎜
⎜
⎜
⎜⎜
⎜
⎝

0 0 0 0 1 1̄ 0
0 0 0 1 0 1̄ 0
0 0 1 0 0 1̄ 0
0 1 0 0 0 1̄ 0
1 0 0 0 0 1̄ 0
0 0 0 0 0 1̄ 0
0 0 0 0 0 0 1

⎞

⎟⎟
⎟⎟
⎟⎟
⎟
⎟
⎠

D∗

(3.99)

The five possible 3D point groups and twenty-two 7D space groups of heptag-
onal quasiperiodic structures are listed in Table 3.10. The translation compo-
nents of the 7-fold screw axes and the c-glide planes are along the periodic
direction. The capital letter S marks staggered lattice types in analogy to the
rhombohedral Bravais lattice in the trigonal case.

The scaling symmetry leaving the reciprocal space lattice invariant
(Fig. 3.16) is represented by the matrix S∗

(1110000)

(0001110)

(0011100)

(0111000)

(0011110)

(0111100)

(1111000)

(0101100)

(0110110)

(1101100)(0110100)

(1100000)
(0000110)

a b

Fig. 3.16. Reciprocal (a) and direct (b) space scaling by the matrices S∗ and S,
respectively. The scaled basis vectors (marked gray) keep their orientation and are
scaled by a factor 1 + 2 cos 2π/7 = 2.24698 in (a) or by −2 cos 4π/7 = 0.44504.
The examples shown explicitly are a∗′

2 = a∗
3 + a∗

1 + a∗
2 with a∗

0 = −
∑6

i=1 a∗
i in (a)

and a′
2 = a2 − a4 + a5 in (b)
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S∗ =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 1 0 0 0 1̄ 0
0 1 1 0 0 1̄ 0
1̄ 1 1 1 0 1̄ 0
1̄ 0 1 1 1 1̄ 0
1̄ 0 0 1 1 0 0

1̄ 0 0 0 1 0 0
0 0 0 0 0 0 1

⎞

⎟⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

D∗

=

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 + 2 cos 2π
7

0 0 0 0 0 0

0 1 + 2 cos 2π
7

0 0 0 0 0

0 0 1 0 0 0 0

0 0 0 1 + 2 cos 4π
7

0 0 0

0 0 0 0 1 + 2 cos 4π
7

0 0

0 0 0 0 0 1 + 2 cos 8π
7

0

0 0 0 0 0 0 1 + 2 cos 8π
7

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

V ∗

=

⎛

⎝
Γ ‖(S∗) 0 0

0 Γ⊥
1 (S∗) 0

0 0 Γ⊥
2 (S∗)

⎞

⎠

V ∗

. (3.100)

The eigenvalues of the scaling matrix are the cubic Pisot numbers

λ1 = 1 + 2 cos 2π/7 = 2.24698, λ2 = 1 + 2 cos 4π/7 = 0.55496,
λ3 = 1 + 2 cos 8π/7 = −0.80194 (3.101)

which are the solutions of the characteristic polynomial 1−3x−x2+9x3−4x4−
6x5 + 5x6 − x7 = (1 − x)(1 − x − 2x2 + x3)2. The scaling symmetry matrix
for the direct space basis vectors and the reflection indices, S = [(S∗)−1]T,
results to

S =

⎛

⎜
⎜⎜
⎜⎜
⎜
⎜
⎜
⎝

0 0 1̄ 0 0 1̄ 0
1 1 1 0 1 1 0
1̄ 0 0 0 1̄ 0 0
0 1̄ 0 0 0 1̄ 0
1 1 0 1 1 1 0
1̄ 0 0 1̄ 0 0 0
0 0 0 0 0 0 1

⎞

⎟⎟
⎟
⎟⎟
⎟
⎟
⎟
⎠

D

=

⎛

⎜
⎜⎜
⎜
⎜
⎜⎜
⎜
⎝

−2 cos 4π
7 0 0 0 0 0 0

0 −2 cos 4π
7 0 0 0 0 0

0 0 1 0 0 0 0
0 0 0 −2 cos 6π

7 0 0 0
0 0 0 0 −2 cos 6π

7 0 0
0 0 0 0 0 −2 cos 2π

7 0
0 0 0 0 0 0 −2 cos 2π

7

⎞

⎟
⎟⎟
⎟
⎟
⎟⎟
⎟
⎠

V

=

=

⎛

⎝
Γ ‖ (S) 0 0

0 Γ⊥
1 (S) 0

0 0 Γ⊥
2 (S)

⎞

⎠

V

. (3.102)
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3.6.3 Octagonal Structures

Axial quasicrystals with octagonal diffraction symmetry possess octagonal
structures. There are only a few examples known, all of them metastable. The
embedding matrix can be derived from the reducible representation Γ (α) of
the 8-fold rotation, α = 8, which can be written as 5 × 5 matrix with integer
coefficients acting on the reciprocal space vectors H. The 5D representation
The 5D representation is reducible to a par- and a perp-space component. It
can be composed from the irreducible representations Γ5, Γ1, and Γ7 shown
in the character table (Table 3.11) under the condition that the trace of the
5D matrix does not change.

The 8-fold rotation α can be described in its action by the reducible matrix
with trace 1. If we consider the 8-fold rotation taking place in 5D space (D-
basis) then we can also represent it on a Cartesian basis (V -basis). By this
transformation the trace must not change. Since the characters correspond to
the traces of the respective symmetry matrices we can identify the characters
Γ5(α) =

√
2 and Γ7(α) = −

√
2 as traces of the symmetry matrices

(
cos 2π

8 − sin 2π
8

sin 2π
8 cos 2π

8

)

V

= 1
2

(√
2 −

√
2√

2
√

2

)

V

,

(
cos 6π

8 − sin 6π
8

sin 6π
8 cos 6π

8

)

V

= −1
2

(√
2 −

√
2√

2
√

2

)

V

.

(3.103)

Consequently, in 5D space the then irreducible integer representation of Γ (α)
(3.104) can be composed of the two 2D representations Γ5(α) and Γ7(α) plus
Γ1(α), for the periodic direction.

Table 3.11. Character table of the octagonal group 8mm (C8v). ε denotes the
identity operation, αn the rotation around 2nπ/8, and β the reflection on a mirror
plane

Elements ε α α2 α3 α4 β

Γ1 1 1 1 1 1 1
Γ2 1 1 1 1 1 −1
Γ3 1 −1 1 −1 1 1
Γ4 1 −1 1 −1 1 −1

Γ5 2
√

2 0 −
√

2 −2 0
Γ6 2 0 2̄ 0 2 0

Γ7 2 −
√

2 0
√

2 −2 0
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Γ (8) =

⎛

⎜
⎜⎜
⎜
⎝

0 0 0 1̄ 0
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 0 1

⎞

⎟
⎟⎟
⎟
⎠

D

=

⎛

⎜
⎜
⎜⎜
⎜
⎝

1√
2
− 1√

2
0 0 0

1√
2

1√
2

0 0 0
0 0 1 0 0
0 0 0 − 1√

2
− 1√

2

0 0 0 1√
2

− 1√
2

⎞

⎟
⎟
⎟⎟
⎟
⎠

V

=

⎛

⎝
Γ5(8) 0 0

0 Γ2(8) 0
0 0 Γ7(8)

⎞

⎠

V

(3.104)

3.6.3.1 Reciprocal Space

The electron density distribution function ρ(r) of a 3D quasicrystal can be rep-
resented by the Fourier series given in (3.41). All Fourier coefficients, i.e., the
structure factors F (H), can be integer indexed based on five reciprocal basis
vectors: H =

∑4
i=1 hia∗

i with a∗
i = a∗ (cos 2πi/8, sin 2πi/8, 0) , i = 1, . . . , 4,

a∗ = |a∗
1| = |a∗

2| = |a∗
3| = |a∗

4|, a∗
5 = |a∗

5| (0, 0, 1), and hi ∈ Z (Fig. 3.17).
The vector components refer to a Cartesian coordinate system in par-space

V ‖. The set of all diffraction vectors H forms a Z-module M∗ of rank five.
The vectors a∗

i , i = 1, . . . , 5 can be considered as par-space projections of the
basis vectors d∗

i , i = 1, . . . , 5 of the 5D reciprocal lattice Σ∗ with

d∗
i = a∗

⎛

⎜
⎜⎜
⎜
⎝

cos 2πi
8

sin 2πi
8

0
c cos 6πi

8
c sin 6πi

8

⎞

⎟
⎟⎟
⎟
⎠

V

, i = 1, . . . , 4; d∗
5 = a∗

5

⎛

⎜
⎜⎜
⎜
⎝

0
0
1
0
0

⎞

⎟
⎟⎟
⎟
⎠

V

. (3.105)

The coupling factor between par- and perp-space rotations equals 3, c is an
arbitrary constant which is usually set to 1 (as it is also done in the following).
The subscript V denotes components referring to a 5D Cartesian coordinate

a5* a5*

a b c

a4
*

a3
*

a3
*a5

*

a5
*

a2
*

a2
*

a2
*

a1
*

a1
* a3

*a1
*

a0
* a0

* a0
*a4

* a4
*

ai
*=π||di* ai

*=π^di*

Fig. 3.17. 5D reciprocal space basis d∗
i , i = 1, . . . , 5 projected onto the (a,b) par-

and (c) perp-space. The basis vectors spanning the hyperlattice in direct space have
the same orientation
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system (V -basis), while subscript D refers to the 5D crystallographic basis
(D-basis). The embedding matrix W (3.4) results to

W =

⎛

⎜
⎜⎜
⎜
⎝

cos 2π
8 cos 4π

8 cos 6π
8 cos 8π

8 0
sin 2π

8 sin 4π
8 sin 6π

8 sin 8π
8 0

0 0 0 0 1
cos 6π

8 cos 2π
8 cos 8π

8 cos 4π
8 0

sin 6π
8 sin 2π

8 sin 8π
8 sin 4π

8 0

⎞

⎟
⎟⎟
⎟
⎠

=

⎛

⎜
⎜
⎜⎜
⎜
⎝

1√
2

0 − 1√
2

1̄ 0
1√
2

1 1√
2

0 0
0 0 0 0 1

− 1√
2

0 1√
2

1̄ 0
1√
2

1̄ 1√
2

0 0

⎞

⎟⎟
⎟⎟
⎟
⎠

. (3.106)

The direct 5D basis is obtained from the orthogonality condition (3.5) as
column vectors of (W−1)T

di =
1

2a∗
i

⎛

⎜⎜
⎜
⎜
⎝

cos 2πi
8

sin 2πi
8

0
cos 6πi

8
sin 6πi

8

⎞

⎟⎟
⎟
⎟
⎠

V

, i = 1, . . . , 4; d5 =
1
a∗
5

⎛

⎜⎜
⎜
⎜
⎝

0
0
1
0
0

⎞

⎟⎟
⎟
⎟
⎠

V

. (3.107)

The metric tensors G and G∗ are of type
⎛

⎜
⎜
⎜
⎜
⎝

A 0 0 0 0
0 A 0 0 0
0 0 A 0 0
0 0 0 A 0
0 0 0 0 B

⎞

⎟
⎟
⎟
⎟
⎠

(3.108)

with A = 2a∗2
1 , B = a∗2

5 , for reciprocal space and A = 1/2a∗2, B = 1/a∗2
5 for

direct space. Therefrom, the direct and reciprocal lattice parameters can be
derived as

d∗i =
√

2a∗
1, d∗5 = a∗

5, αij = 90◦, i, j = 1, . . . , 5 (3.109)

and

di =
1√
2a∗ , i, j = 1, . . . , 4, d5 =

1
a∗
5

, αij = 90◦, αi5 = 90◦, i, j = 1, . . . , 4.

(3.110)

This means that the unit cell has hypertetragonal symmetry and the 4D
subspace orthogonal to the periodic direction is hypercubic. The volume of
the 5D unit cell results to

V =
√

det (G) =
1

4a∗4a∗
5

= d4d5. (3.111)

3.6.3.2 Symmetry

The diffraction symmetry of octagonal phases, i.e., the point symmetry group
leaving the intensity weighted Fourier module (diffraction pattern) M∗

I invari-
ant, is one of the two Laue groups 8/mmm or 8/m. The 62 space groups [36]
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leaving the 5D hypercrystal structure invariant are that subset of the 5D space
groups, the point groups of which are isomorphous to the seven 3D octagonal
point groups (Table 3.12). The orientation of the symmetry elements of the
5D space groups is fixed by the isomorphism of the 3D and 5D point groups.
The 8-fold axis defines the unique direction [00100]V or [00001]D, which is the
periodic direction. There are two different orientations of mirror planes and
2-fold axes possible with respect to the phys-space star of reciprocal basis
vectors. If the normal to the mirror plane, or the 2-fold axis, is oriented along
a reciprocal basis vector it gets the symbol m, or d, and it is denoted “along”,
otherwise it is “between” and the symbols get primed, m′ and d′. Examples
for the action of these two types of mirror planes are shown in eqs. 3.112
and 3.113. The normal to the mirror plane m2 is along to a∗

2, that of m12 is
between a∗

1 and a∗
2.

The reflection and inversion operations are equivalent in both subspaces
V ‖ and V ⊥. Γ (8), a 2π/8 rotation in V ‖ around the 8-fold axis corresponds
to a 6π/8 rotation in V ⊥ (Fig. 3.17):

Γ (m2) =

⎛

⎜⎜
⎜
⎜
⎝

0 0 1̄ 0 0
0 1̄ 0 0 0
1̄ 0 0 0 0
0 0 0 1 0
0 0 0 0 1

⎞

⎟⎟
⎟
⎟
⎠

D

=

⎛

⎜⎜
⎜
⎜
⎝

1 0 0 0 0
0 1̄ 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1̄

⎞

⎟⎟
⎟
⎟
⎠

V

(3.112)

Γ (m12) =

⎛

⎜
⎜
⎜⎜
⎝

0 1̄ 0 0 0
1̄ 0 0 0 0
0 0 0 1 0
0 0 1 0 0
0 0 0 0 1

⎞

⎟
⎟
⎟⎟
⎠

D

=

⎛

⎜⎜
⎜⎜
⎜
⎝

1√
2

− 1√
2

0 0 0
− 1√

2
− 1√

2
0 0 0

0 0 1 0 0
0 0 0 − 1√

2
− 1√

2

0 0 0 − 1√
2

1√
2

⎞

⎟⎟
⎟⎟
⎟
⎠

V

(3.113)

Γ (1̄) =

⎛

⎜
⎜
⎜
⎜
⎝

1̄ 0 0 0 0
0 1̄ 0 0 0
0 0 1̄ 0 0
0 0 0 1̄ 0
0 0 0 0 1̄

⎞

⎟
⎟
⎟
⎟
⎠

V

. (3.114)

The translation components of the 8-fold screw axis and the c-glide planes are
along the periodic direction.

The set of reciprocal space vectors M∗ is invariant under scaling with the
matrix S∗, S∗mM∗ = s∗mM∗, with s∗ = 1 ±

√
2 (Fig. 3.18). This scaling

matrix also applies to the direct space coordinates. It reads

S∗ =

⎛

⎜
⎜
⎜⎜
⎝

1 1 0 1̄ 0
1 1 1 0 0
0 1 1 1 0
1̄ 0 1 1 0
0 0 0 0 1

⎞

⎟
⎟
⎟⎟
⎠

D∗

=

⎛

⎜
⎜
⎜⎜
⎝

1 +
√

2 0 0 0 0
0 1 +

√
2 0 0 0

0 0 1 0 0
0 0 0 1 −

√
2 0

0 0 0 0 1 −
√

2

⎞

⎟
⎟
⎟⎟
⎠

V ∗

. (3.115)
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Table 3.12. The seven 3D octagonal point groups of order k and the sixty-two
corresponding 5D octagonal space groups with extinction conditions [36]. The nota-
tion is analogous to that of tetragonal space groups. The first position in the point
and space group symbols refers to generating symmetry elements oriented along the
periodic direction, the second and third position to the symmetry elements oriented
along and between reciprocal space basis vectors, respectively

3D Point Group k 5D Space Group Reflection Conditions

8

m

2

m

2

m

32 P
8

m

2

m

2

m
No condition

P
8

m

21

b

2

m
All layers, odd parity, along

P
8

m

2

c

2

c
Odd layers, along and between

Odd layers, even parity, along
P

8

m

21

n

2

c
Even layers, odd parity, along
Odd layers, between

P
8

m

21

m

2

m
Zero layer, odd parity

P
8

m

2

b

2

m

All layers, odd parity, along
Zero layer, odd parity

P
8

m

21

c

2

c

Odd layers, along and between
Zero layer, odd parity

Odd layers, even parity, along
Even layers, odd parity, along

P
8

m

2

n

2

c Odd layers, between
Zero layer, odd parity

P
84

m

2

m

2

c
Odd layers between

P
84

m

21

b

2

c

Odd layers between
All layers, odd parity, along

P
84

m

2

c

2

m
Odd layers along

P
84

m

21

n

2

m

Odd layers, even parity, along
Even layers, odd parity, along

P
84

m

21

m

2

c

Odd layers, between
Zero layer, odd parity

Odd layers, between
P

84

n

2

b

2

c
All layers, odd parity, along
Zero layer, odd parity

P
84

n

21

c

2

m

Odd layers, along
Zero layer, odd parity

Odd layers, even parity along
P

84

n

2

n

2

m
Even layers, odd parity, along
Zero layer, odd parity

S
8

m

2

m

2

m
No extinctions

(continued)
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Table 3.12. (continued)

3D Point Group k 5D Space Group Reflection Conditions

S
8

m

2

m

2

c
Odd layers, between

2 mod 4 layers, even parity, along
S

84

m

2

d

2

m
0 mod 4 layers, odd parity, along
Zero layer, odd parity

2 mod 4 layers, even parity, along
0 mod 4 layers, odd parity, along

S
84

m

2

d

2

c Odd layers, between
Zero layer, odd parity

8

m
16 P

8

m
No extinctions

P
8

n
Zero layer, odd parity

8

m
16 P

84

m
kz when k odd

P
84

n

Zero layer, odd parity
kz when k odd

S
8

m
No extinctions

S
82

n

Zero layer, odd parity
2kz when k odd

8 2 2 16 P 8 2 2 No extinctions
P 8 21 2 Zero layer, odd parity, along
P 8j 2 2 kz when jk not a multiple of 8

P 8j 21 2
Zero layer, odd parity, along
kz when jk not a multiple of 8

S 8 2 2 No extinctions
S 8j 2 2 2kz when 2jk not a multiple of 8

8 mm 16 P 8 mm No extinctions
P 8 bm All layers, odd parity, along
P 8 cc Odd layers, along and between

Odd layers, even parity, along
P 8 nc Even layers, odd parity, along

Odd layers, between

P 84 mc Odd layers between

P 84 bc Odd layers between
All layers, odd parity, along

P 84 cm Odd layers along

P 84 nm Odd layers, even parity, along
Even layers, odd parity, along

S 8 mm No extinctions

(continued)
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Table 3.12. (continued)

3D Point Group k 5D Space Group Reflection Conditions

S 8 mc Odd layers between

S 82 dm 2 mod 4 layers, even parity, along
0 mod 4 layers, odd parity, along

2 mod 4 layers, even parity, along
S 82 dc 0 mod 4 layers, odd parity, along

Odd layers, between

8̄ m 2 16 P 8̄ m 2 No extinctions
P 8̄ b 2 All layers, odd parity, along
P 8̄ c 2 Odd layers along

P 8̄ n 2 Even layers, odd parity, along

Odd layers, even parity, along

P 8̄ 2 m No extinctions
P 8̄ 21 m Zero layer, odd parity, along
P 8̄ 2 c Odd layers between

P 8̄ 21 c Odd layers between
Zero layer, odd parity, along

S 8̄ m 2 No extinctions

S 8̄ d 2 2 mod 4 layers, even parity, along
0 mod 4 layers, odd parity, along

S 8̄ 2 m No extinctions
S 8̄ 2 c Odd layers between

8̄ 8 P 8̄ No extinctions
S 8̄ No extinctions

8 8 P 8 No extinctions
P 8j kz when jk not a multiple of 8
S 8 No extinctions
S 8j 2kz when 2jk not a multiple of 8

The scaling symmetry matrix for the direct space basis vectors and the reflec-
tion indices S = [(S∗)−1]T results to

S =

⎛

⎜⎜
⎜⎜
⎝

1̄ 1 0 1̄ 0
1 1̄ 1 0 0
0 1 1̄ 1 0
1̄ 0 1 1̄ 0
0 0 0 0 1

⎞

⎟⎟
⎟⎟
⎠

D∗

=

⎛

⎜⎜
⎜⎜
⎝

−1 +
√

2 0 0 0 0
0 −1 +

√
2 0 0 0

0 0 1 0 0
0 0 0 −1 −

√
2 0

0 0 0 0 −1 −
√

2

⎞

⎟⎟
⎟⎟
⎠

V

.

(3.116)
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a b

Fig. 3.18. Reciprocal (a) and direct (b) space scaling by the matrices S∗ and S.
The scaled basis (marked gray) vectors keep their orientation and are scaled by a
factor 1 + 2 cos 2π/8 = 1 +

√
2 = 2.4142 in reciprocal space (a) and by a factor

−1 + 2 cos 2π/8 = −1 +
√

2 = 0.4142 in direct space (b). The examples shown
explicitly are a∗′

2 = a∗
3 + a∗

1 + a∗
2 in (a) and a′

2 = a1 − a2 + a3 in (b)

3.6.3.3 Example: Octagonal Quasicrystal

A characteristic section through the 5D unit cell of an octagonal structure,
with a single octagonal atomic surface in the origin, together with its projec-
tions onto par- and perp-space is shown in Fig. 3.19. The closeness condition
between the atomic surfaces is fulfilled along the [1 1 0 0 0] direction and its
permutations. The relationship between the different types of vertices of the
octagonal tiling and the partitioning of the atomic surface is shown below
(Fig. 3.20).

3.6.3.4 Periodic Average Structure

In the following, different PAS are discussed on the example of a 2D octagonal
tiling, omitting the third dimension for clarity. The embedding space is 4D and
consists of the two 2D orthogonal subspaces V ‖ and V ⊥. The atomic surfaces
are of regular octagonal shape and occupy the nodes of the 4D hypercubic
lattice.

The 4D basis di for the octagonal tiling is hypercubic and defined by

di =
1

2a∗
i

⎛

⎜
⎜
⎝

cos 2πi
8

sin 2πi
8

cos 6πi
8

sin 6πi
8

⎞

⎟
⎟
⎠

V

, i = 1, . . . , 4 , (3.117)
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⊥

1.0

1.0

Fig. 3.19. Characteristic (0x200x5) section through the 5D unit cell (lower right)
together with its projections onto par- (lower left) and perp-space (upper right). The
16 corners of the unit cell are indexed on the D-basis. The atomic surface is just the
projected 4D subunit cell (gray, online: pink shaded octagon) in cases of a canonical
tiling. The light-gray atomic surfaces belong to the section (

√
2 x2 0 −

√
2 x5). The

vertices generated along x2 are marked on the octagonal tiling (upper left)

with par-space spanned by the vectors {(1, 0, 0, 0), (0, 1, 0, 0)}V . The length
of the 2D reciprocal basis vectors a∗ is related to the unit tile’s edge length
ar by a∗ = 1/2ar. The reciprocal basis can be obtained by the condition
di · d∗

j = δij . The atomic surface is defined by the perp-space vectors

aAS
i = ar

√

1 +
1√
2

⎛

⎜⎜
⎝

0
0

cos (2i−1)π
8

sin (2i−1)π
8

⎞

⎟⎟
⎠

V

, i = 1, . . . , 8 . (3.118)

The octagonal tiling generated in this way is depicted in Fig. 3.20, with ver-
tices colored according to their coordination. At the bottom of Fig. 3.20 the
atomic surface is shown of the tiling embedded in 4D space. The partition of
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FF

E

AB

C

B

A

C

D

D

E

Fig. 3.20. Octagonal tiling with the six different vertex types, A–F, which are color
coded. Below the tiling, the partitioning of the atomic surface is shown together
with the six vertex configurations. The colored filled circles on the atomic surface
correspond to the lifted vertices of the tiling

the atomic surface is made visible by keeping the color code of the tiling. The
tiling shown corresponds to that described by [39].

As discussed in Sect. 3.3, the reciprocal lattice of a PAS of a 2D quasiperi-
odic tiling is best defined by the origin and two strong reflections (cut plane).
In direct space, this corresponds to a projection of the hyperstructure onto
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par-space, along the directions perpendicular to the cut plane in reciprocal
space. The lattice parameters of the PAS are given by the selected reflec-
tions. The PAS can be easily obtained sticking to par-space by taking the
quasiperiodic tiling modulo the unit cell of the PAS.

Figure 3.21 shows the structure factors as a function of |H⊥|, and of the
intensities as a function of H‖. The reflections chosen for the derivation of
the different PAS shown in Figs. 3.22 and 3.23 are indexed in 3.21. Letters

0 2 4

0

1

2

3

4

1

22

3

4

4

a b c d e f

0  1  1  1

0  1  2  1

0  2  2  2

0  2  3  2

0  3  4  3

1  1  0 -1

1  1  1  0

1  2  1  0

2  1  0 -1

2  2  0 -2

2  2  2  0

2  3  2  0

3  2  0 -2

3  4  3  0

4  3  0 -3

0  1  0 -1

1  0  1  0

0  1  0  1

a

b

c

d

e

f

F

|H⊥|

Fig. 3.21. Structure factors F (|H⊥|) of the octagonal tiling as a function of |H⊥|
(lower left part) and diffraction pattern in par-space (upper right part). The absolute
value of F (|H⊥|) decreases with increasing |H⊥| and oscillates around zero. There is
only one branch as expected for a atomic surface positioned on the origin of the hy-
percrystal structure. On the diffraction pattern, the reflections of the PAS shown are
denoted. Symmetrically equivalent Bragg reflections are marked by letters a–f. For
reflections of type b, the linear combinations of two chosen reflections are marked
on grids (online: red and blue). Reflections on these grids lie on the corresponding
cut-planes in nD reciprocal space



3.6 2D Quasiperiodic Structures 119

Fig. 3.22. Vertices of the octagonal tiling modulo one unit cell of the different PAS
denoted with black and (online: blue) indices (i.e., along the horizontal and vertical
directions) in Fig. 3.21, lying on circles a–f (indicated in the upper right corner of
each unit cell). The projected atomic surfaces are shown as well as the vertices of the
tiling that have been projected into the unit cell by the modulo operation. For each
PAS, the lattice parameter/occupancy factor is a, 1.4142/2.4142; b, 0.8284/0.8284;
c, 0.5858/0.4142; d, 0.4142/0.2071; e, 0.3431/0.1421; f, 0.2426/0.0711

a b

c

d e f

Fig. 3.23. Vertices of the octagonal tiling, modulo one unit cell of the PAS de-
noted with black and gray (online: red) indices (i.e., along the diagonal and vertical
directions) in Fig. 3.21, lying on circles a–f (indicated in the upper right corner of
each unit cell). The projected atomic surfaces are shown as well as the vertices of
the tiling that have been projected into the unit cell by the modulo operation. For
each PAS, the lattice parameter/occupancy factor is a, 2/3.4142; b, 1.1716/1.1716;
c, 0.8284/0.5858; d, 0.5850/0.2929; e, 0.4853/0.2010; f, 0.3431/0.1005

a–f denote symmetrically equivalent reflections on a circle with a given radius
|H‖| in par-space. They all have the same intensity and |H⊥|. There are
two non-equivalent ways of choosing the pairs of reflections. One leads to a
rhombic unit cell of the PAS, the other to a quadratic one. The reflection
indices defining each PAS are given in Fig. 3.21.
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The reflections are denoted by two letters, the first one corresponds to
one of the circles a–f, the second to the unit cell, with r for rhombic (online:
red) and s for square (online:blue). For one case (br/bs) a (online: red/blue)
reciprocal lattice is drawn in the figure. All the PAS that are denoted in Fig.
3.21, are shown in Figs. 3.22 and 3.23.

While a PAS is unambiguously defined by the cut-space that is spanned
by the two chosen reflections in higher dimensions, this is not the case for a
PAS that is generated remaining in par-space only. Here, each choice of two
reflections which all lie in the same cut-space, will result in a PAS with the
same size and shape of projected atomic surfaces, but different edge lengths
and occupancy factors.

The fact, that PAS exist with exactly the same maximal deviation of
the tiling vertices from the lattice nodes of the PAS (size of the projected
atomic surfaces) but different corresponding occupancy factors demonstrates
how important it is to select the most reasonable PAS to a given tiling. In
general, a quasiperiodic tiling has infinitely many possible PAS [3]. The best
PAS will have lattice parameters comparable to the edge length of the unit
tiles and occupancy factors close to one. The best PAS for our octagonal
tiling is defined by the strong reflections br/bq, consequently. The relationship
between the PAS and the tilings is illustrated in Figs. 3.24 and 3.25 for these
cases.

Fig. 3.24. Octagonal tiling with overlaid PAS of type bq, defined by the reflections
0111 and 1101̄ (Fig. 3.21). The small (online: blue) octagons on the square grid
correspond to projected atomic surfaces. Every vertex of the octagonal tiling lies
within such an octagon, but 17% of the octagons are not occupied. The PAS lattice
parameter amounts to 2/(

√
2 + 1) ∗ ar, with ar the edge length of the octagonal

tiling



3.6 2D Quasiperiodic Structures 121

Fig. 3.25. Octagonal tiling, with overlaid PAS of type br, defined by the reflections
0111 and 1110 (Fig. 3.21). The small (online: red) octagons positioned on each lattice
node of the periodic grid, correspond to projected atomic surfaces. Every vertex of
the octagonal tiling lies within such an octagon. The occupancy factor of this PAS
amounts to 1.1716

3.6.4 Decagonal Structures

Quasicrystals that exhibit decagonal diffraction symmetry are called decago-
nal phases. Many stable and metastable representatives of this class of qua-
sicrystals have been observed experimentally ([44] and references therein).
The Penrose tiling will be used as an example for the 2D quasiperiodic atomic
layers in a decagonal structure. The embedding matrix can be derived from
the reducible representation Γ (α) of the 10-fold rotation, α = 10, which can
be written as 5 × 5 matrix with integer coefficients acting on the reciprocal
space vectors H. The 5D representation can be composed from the irreducible
representations Γ1, Γ5, and Γ7 shown in the character table below (Table 3.13).

The 2D representation Γ5 = τ describes the component of the 5D rotation
in the 2D quasiperiodic physical subspace, the 2D representation Γ7 = 1 − τ
the component of the rotation in perp-space, and the 1D representation Γ1 = 1
that along the 5-fold axis. The sum of the corresponding characters τ + 1 −
τ + 1 = 2 equals the trace of the reducible rotation matrix given in (3.119).
Based thereon, the 10-fold rotation matrix can be block-diagonalised in the
following way
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Table 3.13. Character table for the decagonal group 10mm (C10v). ε denotes the
identity operation, αn the rotation around 2nπ/10, and β, β′ the reflection on the
two different types of mirror planes

Elements ε α α2 α3 α4 α5 5β 5β′

Γ1 1 1 1 1 1 1 1 1
Γ2 1 1 1 1 1 1 −1 −1
Γ3 1 −1 1 −1 1 −1 1 −1
Γ4 1 −1 1 −1 1 −1 −1 1
Γ5 2 τ −1 + τ 1 − τ −τ −2 0 0
Γ6 2 −1 + τ −τ −τ −1 + τ 2 0 0
Γ7 2 1 − τ −τ τ −1 + τ −2 0 0
Γ8 2 −τ −1 + τ −1 + τ −τ 2 0 0

Γ (10) =

⎛

⎜⎜
⎜
⎜
⎝

0 0 0 1̄ 0
1 0 0 1 0
0 1 0 1̄ 0
0 0 1 1 0
0 0 0 0 1

⎞

⎟⎟
⎟
⎟
⎠

D∗

=

⎛

⎜
⎜⎜
⎜⎜
⎝

cos 2π
5 − sin 2π

10 0 0 0
sin 2π

5 cos 2π
10 0 0 0

0 0 1 0 0
0 0 0 cos 6π

10 − sin 4π
10

0 0 0 sin 4π
10 cos 6π

10

⎞

⎟
⎟⎟
⎟⎟
⎠

V ∗

=

=

(
Γ ‖ (10) 0

0 Γ⊥ (10)

)

V ∗

. (3.119)

The 5D decagonal lattice can be fully equivalently described on a pentag-
onal basis as well (pentagonal setting) (see Sect. 3.6.1.1). This can be seen in
analogy to the usual description of hexagonal lattices on a trigonal (rhombo-
hedral) basis. Then the matrix for the 10-fold rotation and the unitary matrix
Mdp for the transformation of direct and reciprocal basis vectors as well as of
coordinates and indices from the decagonal basis to the pentagonal basis read

Γ (10)pent =

⎛

⎜⎜
⎜
⎜
⎝

0 1 1̄ 0 0
0 1 0 1̄ 0
0 1 0 0 0
1̄ 1 0 0 0
0 0 0 0 1

⎞

⎟⎟
⎟
⎟
⎠

, Mdp =

⎛

⎜⎜
⎜
⎜
⎝

0 1 0 0 0
0 0 0 1 0
1̄ 0 0 0 0
0 0 1̄ 0 0
0 0 0 0 1

,

⎞

⎟⎟
⎟
⎟
⎠

. (3.120)

3.6.4.1 Reciprocal Space

The electron density distribution function ρ(r) of a 3D quasicrystal can
be represented by the Fourier series given in (3.41). All Fourier coeffi-
cients, i.e., the structure factors F (H), can be integer indexed based on
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ai=π||di ai=π⊥di

a

d e

a3*

a3*

a3*

a4*

a4

a2

a2

a4 a1

a3

a3

a1

a5

a4*

a4*a5*

a5*

a2*

a2*

a2*

a1*
a1*

a1*
b c

Fig. 3.26. Reciprocal basis of the decagonal phase. The projections upon the parallel
(a, b, d) and the perp-space (c, e) are shown. The gray vectors illustrate how the
direct space vectors are composed of unit vectors ei

five reciprocal basis vectors: H =
∑5

i=1 hia∗
i with a∗

i = a∗ei = a∗

(cos(2πi/10), sin(2πi/10), 0) , i = 1, . . . , 4, a∗ = |a∗
1| = |a∗

2| = |a∗
3| = |a∗

4|,a∗
5 =

|a∗
5| (0, 0, 1) and hi ∈ Z (Fig. 3.26).
The vector components refer to a Cartesian coordinate system in par-space

V ‖. The set of all diffraction vectors H forms a Z-module M∗ of rank five.
The vectors a∗

i , i = 1, . . . , 5 can be considered as par-space projections of the
basis vectors d∗

i , i = 1, . . . , 5 of the 5D reciprocal lattice Σ∗ with

d∗
i = a∗

⎛

⎜⎜
⎜⎜
⎜
⎝

cos 2πi
10

sin 2πi
10

0
c cos 6πi

10

c sin 6πi
10

⎞

⎟⎟
⎟⎟
⎟
⎠

V

, i = 1, . . . , 4; d∗
5 = a∗

5

⎛

⎜
⎜
⎜
⎜
⎝

0
0
1
0
0

⎞

⎟
⎟
⎟
⎟
⎠

V

. (3.121)

c is an arbitrary constant which is usually set to 1 (as it is also done in the
following). The subscript V denotes components referring to a 5D Cartesian
coordinate system (V -basis), while subscript D refers to the 5D crystallo-
graphic basis (D-basis). The embedding matrix W results to
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W =

⎛

⎜⎜
⎜⎜
⎜
⎝

cos 2π
10 cos 4π

10 cos 6π
10 cos 8π

10 0
sin 2π

10 sin 4π
10 sin 6π

10 sin 8π
10 0

0 0 0 0 1
cos 6π

10 cos 12π
10 cos 18π

10 cos 24π
10 0

sin 6π
10 sin 12π

10 sin 18π
10 sin 24π

10 0

⎞

⎟⎟
⎟⎟
⎟
⎠

. (3.122)

The direct 5D basis is obtained from the orthogonality condition (3.5)

di =
2

5a∗

⎛

⎜⎜
⎜⎜
⎝

cos 2πi
10 + (−1)i−1

sin 2πi
10

0
cos 6πi

10 + (−1)i−1

sin 6πi
10

⎞

⎟⎟
⎟⎟
⎠

V

, i = 1, . . . , 4; d5 =
1
a∗
5

⎛

⎜⎜
⎜⎜
⎝

0
0
1
0
0

⎞

⎟⎟
⎟⎟
⎠

V

. (3.123)

The metric tensors G and G∗ are of type
⎛

⎜⎜
⎜
⎜
⎝

A B −B B 0
B A B −B 0
−B B A B 0
B −B B A 0
0 0 0 0 C

⎞

⎟⎟
⎟
⎟
⎠

(3.124)

with A = 2a∗2, B = −1/2a∗2, C = a∗2
5 , for reciprocal space and A = 4/(5a∗2),

B = −2/(5a∗2), C = 1/a∗2
5 for direct space. Therefrom the direct and recip-

rocal lattice parameters can be derived as

d∗i = a∗√2, d∗5 = a∗
5, αij = 104.5◦, αi5 = 90◦, i, j = 1, . . . , 4 (3.125)

and

di = d =
2

a∗
√

5
, d5 =

1
a∗
5

, αij = 60◦, αi5 = 90◦, i, j = 1, . . . , 4 .

(3.126)

The volume of the 5D unit cell results to

V =
√

det (G) =
4

5
√

5a∗4a∗
5

=
√

5d4d5

4
. (3.127)

3.6.4.2 Symmetry

The diffraction symmetry of decagonal phases, i.e., the point symmetry group
leaving the intensity weighted Fourier module (diffraction pattern) M∗

I invari-
ant, is one of the two Laue groups 10/mmm or 10/m. The 18 space groups
leaving the 5D hypercrystal structure invariant are that subset of the 5D
space groups, the point groups of which are isomorphous to the 7 possible
3D decagonal point groups (Table 3.14). The orientation of the symmetry el-
ements of the 5D space groups is defined by the isomorphism of the 3D and
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Table 3.14. The seven 3D decagonal point groups of order k and the nineteen cor-
responding 5D decagonal space groups with reflection conditions [36]. The notation
is analogous to that of hexagonal space groups. The first (second) position in the
point (space) group symbols refers to generating symmetry elements oriented along
the periodic direction, the second (third) position to the symmetry elements ori-
ented along reciprocal space basis vectors and the third (fourth) position to those
oriented between them

3D Point Group k 5D Space Group Reflection Conditions

10

m

2

m

2

m

40 P
10

m

2

m

2

m
No condition

P
10

m

2

c

2

c
h1h2h2h1h5 : h5 = 2n

h1h2h̄2h̄1h5 : h5 = 2n

P
105

m

2

m

2

c
h1h2h̄2h̄1h5 : h5 = 2n

P
105

m

2

c

2

m
h1h2h2h1h5 : h5 = 2n

10m2 20 P10m2 No condition
P10c2 h1h2h2h1h5 : h5 = 2n
P102m No condition
P102c h1h2h̄2h̄1h5 : h5 = 2n

10mm 20 P10mm No condition
P10cc h1h2h2h1h5 : h5 = 2n

h1h2h̄2h̄1h5 : h5 = 2n

P105mc h1h2h̄2h̄1h5 : h5 = 2n
P105cm h1h2h2h1h5 : h5 = 2n

10 2 2 20 P10 2 2 No condition
P10j 2 2 0000hj : jh5 = 10n

10

m
20 P

10

m
No condition

P
105

m
0000h5 : h5 = 2n

10 10 P10 No condition

10 10 P10 No condition
P10j 0000hj : jh5 = 10n

5D point groups. The 10-fold axis defines the unique direction [00100]V or
[00001]D, which is the periodic direction. The reflection and inversion opera-
tions Γ (m) and Γ (1̄) are equivalent in both subspaces V ‖ and V ⊥. Γ (10), a
2π/10 rotation in V ‖ around the 10-fold axis corresponds to a 6π/10 rotation
in V ⊥ (c.f. (3.119) and Fig. 3.13). The translation components of the 10-fold
screw axes and the c-glide planes are along the periodic direction.

The symmetry matrices for the reflections on mirror planes with normals
along and between reciprocal basis vectors, respectively, read for the examples
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(01010)

(10110)(11010)

a4

a2

a5

a3

a1

(01010)(10100)
(01110)a1*

a2*a3*

a4*

a5*

a2*
,
=(10100)

a3
’=(11100)

a b

Fig. 3.27. Reciprocal and direct space scaling by the matrices S∗ (a) and S (b),
respectively. The scaled basis vectors (marked gray) keep their orientation and are
changed in length by a factor τ (a) or 1/τ (b). Explicitly shown is the scaling of the
vectors a∗

2 and a3: a∗′
2 = a∗

1 + a∗
3 and a′

3 = a1 + a2 − a3

with the normal of the mirror plane m2 along a∗
2 and of the mirror plane m12

along a∗
1 − a∗

2:

Γ (m2) =

⎛

⎜
⎜
⎜
⎜
⎝

0 0 1̄ 1̄ 0
0 1̄ 0 1 0
1̄ 0 0 1̄ 0
0 0 0 1 0
0 0 0 0 1

⎞

⎟
⎟
⎟
⎟
⎠

V ∗

, Γ (m12) =

⎛

⎜
⎜
⎜
⎜
⎝

0 1̄ 1̄ 0 0
1̄ 0 1 0 0
0 0 1̄ 0 0
0 0 1 1 0
0 0 0 0 1

⎞

⎟
⎟
⎟
⎟
⎠

V ∗

. (3.128)

A typical property of the reciprocal space of quasiperiodic structures is its
scaling symmetry (Fig. 3.27).

The scaling operation is represented by the matrix S∗, which can be diag-
onalized by W · S∗·W−1

S∗ =

⎛

⎜⎜
⎜
⎜
⎝

1 1 0 1̄ 0
0 0 1 1 0
1 1 0 0 0
1̄ 0 1 1 0
0 0 0 0 1

⎞

⎟⎟
⎟
⎟
⎠

D∗

=

⎛

⎜⎜
⎜
⎜
⎝

τ 0 0 0 0
0 τ 0 0 0
0 0 1 0 0
0 0 0 −1/τ 0
0 0 0 0 −1/τ

⎞

⎟⎟
⎟
⎟
⎠

V ∗

=
(

Γ ‖ (S∗) 0
0 Γ⊥

1 (S∗)

)

V ∗
.

(3.129)

The eigenvalues of the scaling matrix are the Pisot numbers λ1 = 1 +
2 cos π/5 = τ = 1.61803, λ2 = 1 + 2 cos 4π/5 = −1/τ = −.61803, which
are the solutions of the characteristic polynomial 1+x−3x2−x3 +3x4−x5 =
(1−x)(−1−x+x2)2. The scaling symmetry matrix for the direct space basis
vectors and the reflection indices S = [(S∗)−1]T results to
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S =

⎛

⎜
⎜⎜
⎜
⎝

0 0 1 1̄ 0
1 1̄ 1 0 0
0 1 1̄ 1 0
1̄ 1 0 0 0
0 0 0 0 1

⎞

⎟
⎟⎟
⎟
⎠

D

=

⎛

⎜
⎜⎜
⎜
⎝

1/τ 0 0 0 0
0 1/τ 0 0 0
0 0 1 0 0
0 0 0 −τ 0
0 0 0 0 −τ

⎞

⎟
⎟⎟
⎟
⎠

V

=
(

Γ ‖ (S) 0
0 Γ⊥

1 (S)

)

V

.

(3.130)

Invariance of tilings under scaling of the basis and atomic surfaces
The embedding space for a given tiling is unique only up to scaling, which
results in scaled and permutated atomic surfaces while leaving the tiling un-
changed.

The Penrose tiling, for instance, can be generated by four pentagons of two
sizes and two orientations positioned at i/5, i = 1, . . ., 4, of the 4D hypercrystal
diagonal. We denote these pentagons according to their positions and sizes as
s1 (small pentagon at i = 1), l2 (large pentagon at i = 2), l3 and s4. Their
orientations and relative sizes are as defined in (3.138), and we start with a
tiling that is generated by this classical embedding. Now we keep the metrics
of the tiling unchanged, but embed it on a 4D basis which is scaled by a factor
τ . Then the circumradius r of the corresponding atomic surfaces is scaled
by a factor τ2 and their positions are permutated along the diagonal from
s1 − l2 − l3 − s4 to l3 − s1 − s4 − l2. Scaling the 4D basis by τ2 instead, scales r
by τ4 and we get the arrangement s4 − l3 − l2 − s1. For scaling by τ3, r scales
with τ6 and we get l2−s4−s1−l3, while for τ4 r scales with τ8 and the atomic
surfaces are back to their original positions. The closeness condition is fulfilled
in all these cases, but in different ways. Since the tiling is invariant under the
described scaling, this is also the case for its periodic average structures and
its Fourier transform (diffraction pattern).

3.6.4.3 Example: Decagonal Quasicrystal Built
From Layers of Penrose Tilings

In the following the frequently used pentagonal setting is employed. The Pen-
rose tiling, PT, (see Sect. 1.2.3.1) [33, 34] can be constructed from two unit
tiles: a skinny (acute angle α = π/5) and a fat rhomb (acute angle α = 2π/5)
with equal edge lengths ar and areas a2

r sin π/5 and a2
r sin 2π/5, respectively.

Their areas and frequencies in the PT are both in a ratio 1 : τ . The con-
struction has to obey matching rules, which can be derived from the scaling
properties of the PT (Fig. 3.28).

The set of vertices of the PT MPT is a subset of the vector module
M =

{
r =

∑4
i=0 niarei

∣
∣
∣ei = (cos 2πi/5, sin 2πi/5, 0)

}
. MPT consists of five

subsets

MPT = ∪4
k=0Mk with Mk =

{
π‖(rk)

∣∣
∣π⊥(rk) ∈ Tik, i = 0, . . . , 4

}
(3.131)

and rk =
∑4

j=0 dj (nj + k/5) , nj ∈ Z. The i-th triangular subdomain Tik of
the k-th pentagonal atomic surface corresponds to
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P0
P2 P4

a b

c d

Fig. 3.28. Scaling properties of the Penrose tiling. In (a), a PT (thin lines) is
superposed by a PT (thick lines), which is dual to the original PT and results from
scaling by S. In (b), the scaling by S2 is shown, which yields a PT congruent to
the original one but enlarged by a factor τ2 and rotated by 2π/10. The scaling
operation by S2n leaves a pentagramm invariant, mapping P 0 to P 2 to P 4 in (c).
(d) Pentagrammal scaling applied to the diffraction pattern of the PT decorated
with point atoms

Tik =
{
t = xiei + xi+1ei+1

∣∣
∣xi ∈ [0, λk], xi+1 ∈ [0, λk − xi]

}
(3.132)

with λk the radius of a pentagonally shaped atomic surface: λ0 = 0, for λ1,··· ,4
see (3.138). Performing the scaling operation S∗MPT with the matrix

S∗ =

⎛

⎜
⎜⎜
⎜
⎝

0 1 0 1̄ 0
0 1 1 1̄ 0
1̄ 1 1 0 0
1̄ 0 1 0 0
0 0 0 0 1

⎞

⎟
⎟⎟
⎟
⎠

D∗

=

⎛

⎜
⎜⎜
⎜
⎝

τ 0 0 0 0
0 τ 0 0 0
0 0 1 0 0
0 0 0 −1/τ 0
0 0 0 0 −1/τ

⎞

⎟
⎟⎟
⎟
⎠

V ∗

=
(

Γ ‖ (S∗) 0
0 Γ⊥

1 (S∗)

)

V ∗
.

(3.133)
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x4

x1

P0

P2 P4

P3
P1

P5

Fig. 3.29. Hyperbolic rotation in superspace. A given point P 0 of the first atomic
surface is successively mapped upon the sites marked by P 1, P 2, P 3, P 4, P 5. In
each step its x4-component is decreased by a factor −1/τ and its x1-component
is increased by a factor τ . The drawing corresponds to the characteristic (10010)V

section of the Penrose tiling

yields a tiling dual to the original PT and enlarged by a factor τ . Only scaling
by S4n results in a PT (increased by a factor τ4n) of original orientation (Fig.
3.28). Then the relationship S4nMPT = τ4nMPT holds. S2 maps the vertices
of an inverted and by a factor τ2 enlarged PT upon the vertices of the original
PT. This operation corresponds to a hyperbolic rotation in superspace [15]
(Fig. 3.29).

The rotoscaling operation Γ (10)S2 leaves the subset of vertices of a PT
forming a pentagram invariant [15] (Fig. 3.28(c)).

Characteristic sections and projections of the embedded decagonal struc-
ture are shown in Figs. 3.30 and 3.31. In Fig. 3.30 the direction of oblique
projection is shown for obtaining the most important PAS.

In the (5+1)D description, the atomic surfaces of the PT correspond
to four equidistant planes. These are cut out of the 3D polytope, which
results from the projection of the 5D hypercubic subunit cell onto 3D
perp-space (Fig. 3.32). The long diagonal of this rhombicosahedron runs along
[0 0 0 0 1 0]V , from 0 0 0 0 0 0 to the vertex 1 1 1 1 1 0 (D-basis). By projection
of the (5+1)D lattice onto the (4+1)D one, the atomic surfaces can be ob-
tained in the minimum embedding space. This has to be done so that the
vertex 1 1 1 1 1 0, with the coordinates (0 0 0 0

√
5 0) (V -basis), is mapped onto

1 1 1 1 0, with the coordinates −
√

5/2(2 0 0 2 0) (V -basis). The projection ma-
trix reads
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⊥

Fig. 3.30. Characteristic (10010)V section of the Penrose tiling together with the
parallel (above) and perp-space (left) projections of one 5D unit cell. In the lower
right unit cell, the oblique projection direction [11110] is highlighted. The PT in the
bottom right corner indicates the orientation of the characteristic section

π6D→5D =

⎛

⎜
⎜⎜
⎜
⎝

1 0 0 0 0 −
√

2
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 −

√
2

0 0 0 0 1 0

⎞

⎟
⎟⎟
⎟
⎠

V

. (3.134)

3.6.4.4 Structure Factor

The structure factor of a decagonal phase with Penrose tilings as layers can
be calculated according to (3.12). The geometrical form factors gk for the
PT correspond to the Fourier transforms of four pentagonally shaped atomic
surfaces (3.13) with the volume of the projected unit cell

A⊥
UC =

4
25a∗2

[
(7 + τ) sin

2π

5
+ (2 + τ) sin

4π

5

]
. (3.135)
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Fig. 3.31. Characteristic (01010)V section of the Penrose tiling together with the
parallel (above) and perp-space (left) projections showing the surrounding of vertices
lying in the section. In the perp-space projection, two out of the 10 symmetrically
equivalent projected 5D unit cells have been omitted for the sake of clarity

Integrating the pentagons by triangularisation yields

gk

(
H⊥) =

1
A⊥

UC

sin
(

2π

5

)
×

4∑

j=0

Aj

(
eiAj+1λk − 1

)
− Aj+1

(
eiAjλk − 1

)

AjAj+1 (Aj − Aj+1)
(3.136)

with j running over five triangles of a pentagon with radius λk, Aj = 2πH⊥ej

and

H⊥ = π⊥ (H) = a∗
4∑

j=0

hj

⎛

⎜
⎜⎜
⎜
⎝

0
0
0

cos 6πj
5

sin 6πj
5

⎞

⎟
⎟⎟
⎟
⎠

V

. (3.137)
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a b

Fig. 3.32. (a) 5D hypercubic subunit cell of the Penrose tiling in the (5+1)D
embedding projected onto the 3D perp-space gives a rhombicosahedron. Since the
(5+1)D embedding uses a redundant basis vector, the atomic surfaces of the Penrose
tiling are just a subset of this rhombicosahedron, i.e. five equidistant pentagonal
planes (light-gray, online:yellow). The fifth plane intersects the polytope in the origin
in just one point. Shifting the set of cutting planes along the long diagonal gives
another set of atomic surfaces corresponding to one of the generalized Penrose tilings
(dark-gray, online: blue) [33]. In (b), the set of atomic surfaces is scaled by a factor
τ−2 which inflates the corresponding Penrose tiling by a factor τ2

The radii of the pentagons are

λ1,4 =
2

5τ2a∗ , λ2,3 =
2

5τa∗ . (3.138)

The edge length ar of the rhombic unit tiles is for this size of the atomic
surfaces ar = 2τ2/(5a∗). The point density Dp of the PT in par-space is
according to 3.45

Dp =
1
V

n∑

i=1

Ai =
5a∗2

2τ4
tan

2π

5
= τ2/{a2

r [sin (π/5) + τ sin (2π/5)]}. (3.139)

The atomic surfaces of the Penrose tiling can be partitioned into sections that
correspond to vertices with the same local coordination in par-space. Pro-
jecting all nearest neighbors of a hyperatom onto V ⊥ determines all different
Voronoi polyhedra in par-space (Fig. 3.33).

Any point within a special region is determined by the neighboring hy-
peratoms that share this region. The central small pentagon, for instance, is
related to atoms in par-space with five neighbors located at the vertices of a
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Fig. 3.33. Partitioning of the atomic surfaces corresponding to the eight different
vertex coordinations of the PT. The atomic surfaces in p(11110)D with p = 1/5 and
p = 2/5 are depicted. Those in p = 3/5 and p = 4/5 are related by an inversion
center [33]

pentagon. Depending on the atomic surface, the edges originating from the
vertex are single or double arrowed.

Schematic diffraction patterns of the centrosymmetric PT decorated with
point atoms in par- and perp-space as well as the radial distribution func-
tions of the structure factors as a function of H‖ and H⊥ are shown in Fig.
3.34. The number of weak reflections increases with the power of 4, that of
strong reflections quadratically (strong reflections always have small H⊥ com-
ponents). It is remarkable that the phases of strong reflections are mostly zero
(sign +). Three branches of reflections are clearly seen (Fig. 3.34(d)), which
result from particular phase relationships of the four atomic surfaces.

To illustrate the origin of the branches, several cases of centrosymmet-
ric structures are shown in Fig. 3.35. According to (3.12), we can write
the structure factor for a centrosymmetric structure with one hyperatom
in the asymmetric unit located on the body diagonal of the 4D unit cell,
F (H) = f

(
|H‖|

)
g
(
H⊥) cos 2πHr. Since we use point atoms, f

(
|H‖|

)
= 1,

and Hr can be replaced by k(h1 + h2 + h3 + h4).
In Fig. 3.35(a), there is a decagonal atomic surface in the origin, k = 0;

therefore, the phase factor equals one, and just one branch results. If the
decagon is located at the inversion center at k = 1/2, two branches with
opposite phase result for the reflection classes with (h1 + h2 + h3 + h4) even
or odd (d). For k = 1/5, the phase term can adopt the values 1, cos 2πi/5,
i = 1, 2 (b) corresponding to three branches. Analogously, the number of
branches in the other cases can be derived. It should be kept in mind, that
in the cases (b), (c), (e) and (f) the number of hyperatoms is always two,
sitting in positions related by a center of symmetry. The number of branches
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Fig. 3.34. Schematic diffraction patterns of the Penrose tiling decorated with
point atoms (ar = 4.04 Å) in (a) par- and (b) perp-space. The radial distribu-
tion functions of the structure factors are shown as a function of H‖ (c) and H⊥

(d). Three branches of reflections are clearly seen, which result from particular
phase relationships of the four atomic surfaces. All reflections are depicted within
10−2I(0) < I(H) < I(0) and 0 ≤ H‖ ≤ 2.5 Å

−1
. The axes in (a) and (b) are lettered

in Å−1

is not directly related to the number of hyperatoms, it mainly depends on the
positions, if there are at least two hyperatoms per unit cell.

3.6.4.5 The Penrose Tiling in the IMS Description

Alternative to the QC embedding discussed above, the IMS setting can be
used. This can be quite useful for the geometrical description of phase tran-
sitions or for the derivation of periodic average structures (PAS) of the PT.
For that purpose, the 5D hyperstructure has to be sheared parallel to the
par-space in a way that the structure along the par-space cut remains invari-
ant (Fig. 3.36). This can be done applying the shear matrix A‖ to the basis
dQC

i , i = 1 . . . 5
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Fig. 3.35. Radial distribution functions of structure factors of different tilings as
a function of H⊥. The same 4D lattice parameters have been used as in Fig. 3.34.
In (a) one decagonal atomic surface is placed on the origin, in (d) at 1/2(1 1 1 1).
One small pentagonal atomic surface is placed each at k(1 1 1 1) and the respective
centrosymmetric position; (b) k = 1/5, (c) k = 1/10, and (e) k = 1/4, (f) 1/8. All

reflections are depicted within 10−2I(0) < I(H) < I(0) and 0 ≤ H‖ ≤ 2.5 Å
−1

. The
axes in (a) and (b) are lettered in Å−1

A‖ =

⎛

⎜
⎜⎜
⎜
⎝

1 0 0 0 0
0 1 0 −τ−2 0
0 0 1 0 −τ
0 0 0 1 0
0 0 0 0 1

⎞

⎟
⎟
⎟⎟
⎠

V

(3.140)
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The new basis dIMS
i , i = 1 . . . 5, of the sheared lattice ΣIMS reads

dIMS
1 = −A‖(dQC

2 + dQC
3 ) =

2
5a∗

⎛

⎜
⎜
⎜⎜
⎝

5τ−1

0
0

3 − τ
0

⎞

⎟
⎟
⎟⎟
⎠

V

,

dIMS
2 = −A‖(dQC

3 − dQC
2 ) =

2
5a∗

⎛

⎜⎜
⎜
⎜
⎝

0
5(3 − τ)−1/2

0
0

−
√

2 + τ

⎞

⎟⎟
⎟
⎟
⎠

V

,

dIMS
3 = −A‖(dQC

1 + dQC
4 ) =

2
5a∗

⎛

⎜
⎜
⎜⎜
⎝

0
0
0

2 + τ
0

⎞

⎟
⎟
⎟⎟
⎠

V

,

dIMS
4 = A‖(dQC

1 − dQC
4 ) =

2
5a∗

⎛

⎜⎜
⎜⎜
⎝

0
0
0
0√

3 − τ

⎞

⎟⎟
⎟⎟
⎠

V

, (3.141)

with dIMS
5 = dQC

5 . The vectors dIMS
3 and dIMS

4 have only perp-space compo-
nents unequal to zero.

The par-space projection of the sheared 5D hyperstructure gives one of the
infinitely many possible periodic average structures (PAS). The 16 corners
of the 4D subcell related to the quasiperiodic plane project onto the four
corners of a rhombic unit cell, which are part of an orthorhombic C-centered
lattice.The C face is perpendicular to [00100]V and the basis vectors aav

i , i =
1 . . . 3, read

aav
1 = π‖(dIMS

1 ) =
2
a∗

⎛

⎝
τ−1

0
0

⎞

⎠

V

,

aav
2 = π‖(dIMS

2 ) =
2
a∗

⎛

⎝
0

(3 − τ)−1/2

0

⎞

⎠

V

,

aav
3 = π‖(dIMS

5 ) =
1
a∗

⎛

⎝
0
0
1

⎞

⎠

V

. (3.142)
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⊥

Fig. 3.36. The PT in the IMS setting. The 5D hyperstructure set up in the QC
setting (Fig. 3.30) has been sheared by the shear matrix A‖ (3.140). The indexing
of vertices corresponds to that of the QC setting
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3.6.4.6 Periodic Average Structure from the QC-Setting

Fully equivalently, a periodic average structure can be directly obtained from
the QC-setting by oblique projection. In the following example, the 5D hyper-
structure is projected along [11110]D and [4̄1110]D onto V ‖ (Figs. 3.30 and
3.37) [45].

The projector π‖ can be easily obtained from a transformation of the
basis di, i = 1, . . . , 5 to a new basis spanned by the vectors d′

1 = (11110)D,
d′

2 = d2, d′
3 = (4̄1110)D, and d′

4 = d4. The projector

π‖ =

⎛

⎝
1 0 0 1̄ −τ

√
3 − τ

0 1 0 0 −τ
0 0 1 0 0

⎞

⎠

V

=
2
√

5
5a∗

⎛

⎝
0 τ−1

2 − τ+1
2 1 0

0 cos π
10 − cos π

10 0 0
0 0 0 0 1

⎞

⎠

D

, (3.143)

maps the basis of the 5D hyperlattice di, i = 1, . . . , 5, onto a monoclinic
reference lattice spanned by the vectors aav

i , i = 1, . . . , 3,

aav
1 = π‖(d4) = 2√

5a∗

⎛

⎝
1
0
0

⎞

⎠

V

, aav
2 = π‖(d2) = 2√

5a∗

⎛

⎝
sin π

10
cos π

10
0

⎞

⎠

V

,

aav
3 = π‖(d5) = 1

a∗
5

⎛

⎝
0
0
1

⎞

⎠

V

, π‖(d1) =

⎛

⎝
0
0
0

⎞

⎠

V

, π‖(d3) = −π‖(d2 + d4).

(3.144)

Thus, the lattice parameters of the PAS result to aav
1 = aav

2 = 2
5a∗ (2τ − 1) =

ar(3− τ)/τ , and aav
3 = 1/a5, α3 = 2π

5 (Fig. 3.37). Since the true symmetry of

a2
av

a1
ava3

Fig. 3.37. Unit cell of the PAS of the Penrose tiling. All vertices of a PT project
into the projected atomic surfaces. By the projection, the pentagons are scaled by
factor τ2 (1/τ) along the long (short) diagonal of the unit cell. The boundaries of
the projected atomic surfaces give the maximum distance of a tiling vertex from the
reference lattice node



3.6 2D Quasiperiodic Structures 139

the PAS is orthorhombic, the monoclinic unit cell should be transformed to a
C centered orthorhombic unit cell with lattice parameters

aav
1 = π‖(d3) = − 2√

5a∗

⎛

⎝
sin π

10 + 1
cos π

10
0

⎞

⎠

V

,

aav
2 = π‖(d4 − d2) =

2√
5a∗

⎛

⎝
sin π

10 − 1
cos π

10
0

⎞

⎠

V

,

aav
3 = π‖(d5) =

1
a∗
5

⎛

⎝
0
0
1

⎞

⎠

V

, (3.145)

and aav
1 = ar(3 − τ), aav

2 = aav
1 (

√
3 − τ)/τ , and aav

3 = 1/a5. A general lattice
node (n1 n2 n3 n4 n5)D is projected on a node (m1 m2 n3)av = (−n3 +n4 n2 −
n3 n5)D of the PAS. Consequently, all atomic surfaces linked to nodes that
differ only by vectors (n1 n2 n2 n2 n5)D are projected onto each other (see
Fig. 3.38).

With the constraint of equal densities of the QC and its average structure
an occupancy factor of (3 − τ)/τ = 0.854 results for the averaged atoms, i.e.,
the distorted pentagons (Fig. 3.37). Thus, every vertex of the PT lies within
a different projected atomic surface. However, 14.6% of all projected atomic
surfaces contain no vertex at all (see Fig. 3.38). This is similar to an average
structure of an IMS with displacive and density modulation. The packing
density of the PAS, i.e., the fraction of the unit cell covered by the projected
atomic surfaces equals 2/(3τ + 1) = 0.342.

There are overlap regions, D of each large pentagonal atomic surface, Q
and K of the small ones (Fig. 3.38). These overlaps correspond to the cases
where the short diagonal of a skinny unit rhomb (connecting vertices of types
D and K or D and Q) lies fully inside a projected atomic surface. The overlap-
ping regions cover a fraction of 1/(5τ2) = 0.076 of the total area of the atomic
surfaces. This corresponds to one fifth of the frequency of skinny rhombs in
a Penrose tiling. Each doubly occupied averaged atomic surface is accom-
panied by two unoccupied ones. The frequency of singly occupied averaged
hyperatoms is 0.7236, of doubly occupied ones 0.0652 and of unoccupied ones
0.2112. Each fat unit tile along all worms (chains of fat and skinny PT unit
rhombs with parallel edges) propagating perpendicular to the aforementioned
short diagonals contains one empty averaged hyperatom. Thus, we have to
sum up the frequencies of the vertices connected with such configurations.
The worms propagating along the four other directions contain empty aver-
aged hyperatoms only at the crossings with the first one.
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Fig. 3.38. (a) Perp-space projection of two unit cells of the PT related by the
vector (10000)D. The thick line marks one unit cell of the structure that is mapped
into one averaged atomic surface by oblique projection. The overlapping regions of
the atomic surfaces of type D, K, and Q are marked dark gray. (b) PT overlaid by
its PAS. Every vertex of the PT is located inside a projected atomic surface. The
vertices marked D and Q, generated from the dark gray regions in (a), share one
projected atomic surface. Each fat unit tile along the shaded worm (lane of tiles)
contains one empty projected atomic surface. (c) Schematical diffraction pattern of
the PT with reciprocal lattice of the PAS drawn in. The main reflections are located
on the lattice nodes [45]
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The reciprocal lattice of the average structure is spanned by the vectors

a∗av
1 = a∗√3 − τ

⎛

⎝
cos π

10
− sin π

10
0

⎞

⎠

V

, a∗av
2 = a∗√3 − τ

⎛

⎝
0
1
0

⎞

⎠

V

, a∗av
3 = a∗

3.

(3.146)
In case of the monoclinic lattice, all reflections of type H = (h1 h2 h3)av =
(0 h2 − (h1 + h2) h1 h3)D are main reflections (all others are satellite reflec-
tions) according to

⎛

⎜⎜
⎜
⎜
⎝

0
h2

−(h1 + h2)
h1

h3

⎞

⎟⎟
⎟
⎟
⎠

D

=

⎛

⎜⎜
⎜
⎜
⎝

0 0 0
0 1 0
−1 −1 0
1 0 0
0 0 1

⎞

⎟⎟
⎟
⎟
⎠

D

⎛

⎝
h1

h2

h3

⎞

⎠

av

. (3.147)

The weight of the PAS relative to that of the actual QC structure can be
estimated by the ratio of the integrated intensity of main reflections to all
reflections (see Fig. 3.38). For realistic conditions, it amounts to 12.6% in the
zero-layer with h5 = 0 (X-ray diffraction, all vertices of the PT decorated
with Al atoms, ar = 4 Å, isotropic ADP B = 1 Å2, 0 ≤ sin θ/λ ≤ 1 Å−1,
−13 ≤ hi ≤ 13, i = 0, . . . , 4 with h0 = −(h1+h2+h3+h4); 182 972 reflections
within 14 orders of magnitude). If the fact that at the same time this average
structure is virtually present at five different orientations is taken into account,
the weight increases to 37.5%.

Since there are always five symmetrically equivalent ways of oblique pro-
jection, each vertex of the PT must lie at the intersection point of the five
projected images of the respective atomic surface where the vertex is resulting
from by a par-space cut (Fig. 3.39). This intersection point is located in the
barycenter of the lattice nodes L0 . . . L4 of the five monoclinic PAS lattices,
the union of which we call 5-lattice in the following.

Periodic average structure (PAS) and dual-grid method Each recipro-
cal lattice vector H is perpendicular to a set of net planes (lattice planes) of the
direct lattice, and its norm is inversely proportional to their distances. The
intensity I(H) of the respective Bragg reflection depends on the integrated
scattering power of the atoms located on these net planes (atomic planes).

The same is true for nD hypercrystals, resulting from embedding of tilings,
where the net planes of the nD lattice are occupied by hyperatoms. The traces
of each set of symmetrically equivalent nD net planes, when cut by the par-
space, form N -grids, with N the rotational symmetry of the nD lattice. In
par-space, the tiling is dual to each N -grid. This is illustrated in Fig. 3.39, on
the example of the Penrose tiling.

An N -grid is the superposition of N lattices of a particular PAS. By appro-
priate oblique projections, the hyperatoms are projected along each net plane
giving the projected hyperatoms that form the PAS.
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Fig. 3.39. Set of five projected atomic surfaces resulting from the five symmetrically
equivalent oblique projections of one atomic surface centered in M0 (inset upper left).
The point P at the edge of the atomic surface generates the tiling vertex P where
cut by par-space. P is located in the barycenter of the lattice nodes L0, . . . , L4 of
the five monoclinic PAS lattices

3.6.4.7 Approximant Structures

The symmetry and metrics of rational approximants of 2D decagonal phases
with rectangular symmetry have been discussed in detail by [31], and for some
concrete 3D approximants by [52] and [7]. However, the authors use different
approaches. In the sequel we will derive the shear matrix on the settings and
nomenclature introduced in Sect. 3.5.3.6. According to the group-subgroup
symmetry relationship between a quasicrystal and its rational approximants,
the approximants of the decagonal phase may exhibit orthorhombic, mono-
clinic or triclinic symmetry. Since only orthorhombic rational approximants of
the decagonal phase have been observed so far, we will focus on that special
case. Preserving two mirror planes orthogonal to each other allows only matrix
coefficients A41 and A53 besides the diagonal coefficients Aii = 1, i = 1, . . . , 5
in the shear matrix (3.7) to differ from zero. The action of the shear matrix is
to deform the 5D lattice in a way to bring two selected lattice vectors into the
par-space. If we define these lattice vectors along two orthogonal directions
(P - and D-direction, respectively (Fig. 3.40), according to
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Fig. 3.40. Basis vectors in direct par-space of a decagonal QC. Pairwise combination
defines the P and D direction

rP = −{p (d2 + d3) + q (d1 + d4)} =
2 (3 − τ)

5a∗
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⎠
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(3.148)

and

rD = {r (d1 − d4) + s (d2 − d3)} =
2
√

3 − τ

5a∗

⎛

⎜⎜
⎜⎜
⎝

0
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0
0

−r + τs

⎞

⎟⎟
⎟⎟
⎠

V

with p, q, r, s ∈ Z the mm2 point group symmetry is retained.
From the condition that the perp-space components of the approximant

basis vectors have to vanish

π⊥ (rP ) = π⊥ (−{p (d2 + d3) + q (d1 + d4)}) = 0 (3.149)

π⊥ (rD) = π⊥ ({r (d1 − d4) + s (d2 − d3)}) = 0 (3.150)

we obtain with (3.123)
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(3.151)
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Therefrom, the coefficients A41 and A52 result to

A41 = −p + τ2q

τ2p + q
, A52 =

r − τs

τr + s
(3.153)

and the basis vectors spanning the unit cell of the 〈p/q, r/s〉-approximant are
given by

aAp
1 = π‖ (rP ) =

2 (3 − τ)
5a∗

⎛

⎝
τ2p + q

0
0

⎞

⎠

V

,
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,

aAp
3 = π‖ (d5) =
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. (3.154)

For the most common approximants the coefficients p, q, r, s correspond to
Fibonacci numbers Fn defined as

Fn+1 = Fn + Fn−1, F0 = 0, F1 = 1 . (3.155)

If we set p = Fn+2, q = −Fn, r = Fn′+1, s = Fn′ then we obtain the
〈−Fn+2/Fn, Fn′+1/ Fn′〉- or, for short, n/n′-approximants (Fig. 3.41) with
lattice parameters

∣
∣
∣aAp

1

∣
∣
∣ =

2 (3 − τ)
5a∗ τn+2 = ar (3 − τ) τn,

∣
∣
∣aAp

2

∣∣
∣ =

2
√

3 − τ

5a∗ τn′+1 = ar

√
3 − ττn′−1,

∣∣
∣aAp

3

∣∣
∣ =

1
a∗
5

(3.156)
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00000
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Fig. 3.41. Characteristic [10010]V section of the Penrose tiling (light gray) super-
imposed on its rational approximant (black) with p = 3, q = −1. The lattice point
A is mapped upon A′ by shearing the 5D lattice

using the equality τFn+1 +Fn = τn+1 and ar = 2τ2/(5a∗). The approximants
of this type are centered orthorhombic if n mod 3 = (n′ + 1) mod 3. In this
case, not only rP and rD are lattice vectors but also (rP + rD)/2 as shown
by [7].

All Bragg peaks are shifted according to (3.8). Projecting the 5D reciprocal
space onto par-space results in a periodic reciprocal lattice. All reflections
H = (h1h2h3h4h5) are transformed to HAp = (hAp

1 hAp
2 hAp

3 ) with

(hAp
1 hAp

2 hAp
3 ) = ([−p(h2 + h3) − q(h1 + h4)] [r(h1 − h4) + s(h2 − h3)] h5) .

3.6.4.8 Example: Periodic Average Structure of a Pentagon Tiling

In the following, we derive the PAS of a 2D decagonal pentagon tiling gen-
erated from a 4D hyperlattice, which is decorated by one decagonal atomic
surface at the origin of each unit cell (Fig. 3.42). The tiling as well as the
size and partitioning of the atomic surface correspond to the case DT1/VT1

according to [30].
The 4D basis is given by

di =
2

5a∗

⎛

⎜
⎜
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⎝
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⎞

⎟
⎟
⎟
⎠

V

, i = 1, . . . , 4. (3.157)
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Fig. 3.42. The pentagon tiling consists of copies of five different kinds of Delone
tiles. A small and a large pentagon, an equilateral and an isosceles triangle, and
a trapezoid. On the right side, the tiling is overlaid with two different PAS. The
decagonal atomic surfaces have been distorted in the oblique projection. The upper
(online: blue) PAS has an occupancy factor of 0.9102, the lower (online: red) PAS
of 1.4727

If we set for simplicity a∗ = 2/5, then the atomic surface is defined by the
vectors

aAS
i = γ

−
√

5 −
√

5 +
√

5 +
√

5√
2

⎛

⎜
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⎝

0
0
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5

sin iπ
5

⎞

⎟
⎟
⎠

V

, i = 1, . . . , 10. (3.158)

with 1 < γ < τ(τ + 2)/5. A tiling generated with γ = 1.117 is depicted in
Fig. 3.42. It is constituted of copies of five different kinds of Delone tiles: a
small and a large pentagon, an equilateral and an isosceles triangle, and a
trapezoid.

Among all possible PAS resulting from strong Bragg peaks that have been
investigated (denoted by the letters a–f in Fig. 3.43), the most significant one
is based on the reflections 0001̄ and 001̄0. In this PAS (black (online: blue) grid
in Fig. 3.43, upper (online: blue) PAS in Fig. 3.42), only 9% or all projected
atomic surfaces are not occupied by tiling vertices. The PAS resulting from
other symmetrically equivalent reflections, defining the thick outlined gray
(online:red) grid in Fig. 3.43, has a much large occupancy factor of 1.4727
(lower (online: red) PAS in Fig. 3.42).
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Fig. 3.43. Structure factors of the decagonal pentagon tiling as a function of |H⊥|
(lower left part) and diffraction pattern in par-space (upper right part). The absolute
value of F (|H⊥|) decreases with increasing |H⊥| and oscillates around zero. There
is only one branch as expected for a atomic surface positioned on the origin of
the hypercrystal structure. On the diffraction pattern, reflections are denoted that
have been chosen to create PAS. Symmetrically equivalent reflections are marked
by letters a–f. For a, the linear combinations of two chosen reflections are shown
as grids (online: red and blue). Reflections on these grids lie on the corresponding
cut-planes in nD reciprocal space

3.6.5 Dodecagonal Structures

Axial quasicrystals with dodecagonal diffraction symmetry possess dodecago-
nal structures. There is only a small number of examples known, most of them
are metastable. The embedding matrix can be derived from the reducible rep-
resentation Γ (α) of the 12-fold rotation, α = 12, which can be written as 5×5
matrix with integer coefficients acting on the reciprocal space vectors H. The
5D representation can be composed from the irreducible representations Γ5,
Γ1, and Γ9 shown in the character table below (Table 3.15).
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Table 3.15. Character table for the dodecagonal group 12mm (C12v) [20]. ε denotes
the identity operation, αn the rotation around 2nπ/12, and β, β′ the reflection on
mirror planes

Elements ε α α2 α3 α4 α5 α6 β β′

Γ1 1 1 1 1 1 1 1 1 1
Γ2 1 1 1 1 1 1 1 −1 −1
Γ3 1 −1 1 −1 1 −1 1 1 −1
Γ4 1 −1 1 −1 1 −1 1 −1 1

Γ5 2
√

3 1 0 −1 −
√

3 −2 0 0
Γ6 2 1 −1 −2 −1 1 2 0 0
Γ7 2 0 −2 0 2 0 −2 0 0
Γ8 2 −1 −1 2 −1 −1 2 0 0

Γ9 2 −
√

3 1 0 −1
√

3 −2 0 0

The 12-fold rotation α can be described in its action by the reducible
matrix

Γ (12) =

⎛

⎜
⎜
⎜
⎜
⎝

0 0 0 1̄ 0
1 0 0 0 0
0 1 0 1 0
0 0 1 0 0
0 0 0 0 1

⎞

⎟
⎟
⎟
⎟
⎠

D

(3.159)

with trace 1. If we consider this rotation taking place in 5D space (D-basis)
then we can also represent it on a Cartesian basis (V-basis). By this transfor-
mation the trace must not change. Since the characters correspond to the
traces of the respective symmetry matrices we can identify the character
Γ5(α) =

√
3 and Γ9(α) = −

√
3 as traces of the symmetry matrices

(
cos 2π
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)

V

=
1

2

(
−
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3 −1

1 −
√

3

)

V

.

(3.160)

Consequently, in 5D space the then irreducible integer representation of Γ (α)
in (3.159) can be composed of the two 2D representations Γ5(α) and Γ9(α)
plus, for the periodic direction, Γ1(α)

Γ (12)=

⎛

⎜⎜
⎜⎜
⎝

0 0 0 1̄ 0
1 0 0 0 0
0 1 0 1 0
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1
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2

⎞

⎟⎟
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⎟
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=

⎛

⎝
Γ5(12) 0 0

0 Γ1(12) 0
0 0 Γ9(12)

⎞

⎠

V

(3.161)

This gives a coupling factor 5 for the components of the 12-fold rotation in
perp-space and allows the definition of a suitable basis in reciprocal space.
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3.6.5.1 Reciprocal Space

The electron density distribution function ρ(r) of a 3D quasicrystal can be rep-
resented by the Fourier series given in (3.41). All Fourier coefficients, i.e., the
structure factors F (H), can be integer indexed based on four reciprocal basis
vectors: H =

∑4
i=1 hia∗

i with a∗
i = a∗ (cos 2πi/12, sin 2πi/12, 0) , i = 1, . . . , 4,

a∗ = |a∗
1| = |a∗

2| = |a∗
3| = |a∗

4|,a∗
5 = |a∗

5| (0, 0, 1) and hi ∈ Z (Fig. 3.44).
The vector components refer to a Cartesian coordinate system in par-space

V ‖. The set of all diffraction vectors H forms a Z-module M∗ of rank five.
The vectors a∗

i , i = 1, . . . , 5 can be considered as par-space projections of the
basis vectors d∗

i , i = 1, . . . , 5 of the 5D reciprocal lattice Σ∗ with

d∗
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. (3.162)

The coupling factor between par- and perp-space rotations equals 5, c is an
arbitrary constant which is usually set to 1 (as it is also done in the following).
The embedding matrix W (3.4) results to

π π⊥

π π⊥

b ca

e fd

Fig. 3.44. 5D reciprocal and direct space bases d∗
i ,di, i = 1, . . . , 5 projected onto

the (a, b, d, e) par- and (c, f) perp-space
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The direct 5D basis is obtained from the orthogonality condition (3.5)
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The metric tensors G and G∗ are of type
⎛

⎜⎜
⎜
⎜
⎝

A 0 B 0 0
0 A 0 B 0
B 0 A 0 0
0 B 0 A 0
0 0 0 0 C

⎞

⎟⎟
⎟
⎟
⎠

(3.165)

with A = 2a∗2
1 , B = a∗2

1 , C = a∗2
5 for reciprocal space and A = 2/3a∗2

1 , B =
−1/3a∗2

1 , C = −1/a∗2
5 for direct space. Therefrom, the direct and reciprocal

lattice parameters can be derived as

d∗
i =

√
2a∗

1, d∗5 = a∗
5, αij = 60◦, αi5 = 90◦, i, j = 1, . . . , 4 (3.166)

and

di=
√

2√
3a∗ , i, j = 1, . . . , 4, d5=

1
a∗
5

, αij=120◦, αi5=90◦, i, j = 1, . . . , 4 .

(3.167)

This means that the unit cell has hyperhexagonal symmetry and the 4D sub-
space orthogonal to the periodic direction is hyperrhombohedral. The volume
of the 5D unit cell results to

V =
√

det (G) =
1

3a∗4a∗
5

. (3.168)
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1

1

⊥

Fig. 3.45. Characteristic (x100x40) section through the 5D unit cell together with
its projections onto par- and perp-space. The 16 corners of the unit cell are indexed
on the D-basis

A characteristic section through the 5D unit cell together with its projections
onto par- and perp-space is shown in Fig. 3.45.

3.6.5.2 Symmetry

The diffraction symmetry of dodecagonal phases, i.e., the point symmetry
group leaving the intensity weighted Fourier module (diffraction pattern) M∗

I

invariant, is one of the two Laue groups 12/mmm or 12/m. The 15 space
groups [36] leaving the 5D hypercrystal structure invariant are that subset of
the 5D space groups, the point groups of which are isomorphous to the seven
3D dodecagonal point groups (Table 3.16).

The orientation of the symmetry elements of the 5D space groups is defined
by the isomorphism of the 3D and 5D point groups. The 12-fold axis defines the
unique direction [00100]V or [00001]D, which is the periodic direction. There
are two different orientations of mirror planes and dihedral axes possible with
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Table 3.16. The seven 3D dodecagonal point groups of order k and the fifteen
corresponding 5D dodecagonal space groups with reflection conditions [36]. The
notation is analogous to that of hexagonal space groups. The first position in the
point and space group symbols refers to generating symmetry elements oriented
along the periodic direction, the second position to the symmetry elements oriented
along reciprocal space basis vectors and the third position to those oriented between
them

3D Point Group k 5D Space Group Reflection Conditions

12

m

2

m

2

m

48 P
12

m

2

m

2

m
No condition

P
126

m

2

c

2

m
One of the two families of
mirror lines in odd layers
extinct

P
12

m

2

c

2

c
Both families of mirror lines in
odd layers extinct

12

m
24 P

12

m
No condition

P
126

m
0000h6 : h6 = 2n

12 2m 24 P12 2m No condition
P12 2c Mirror lines in odd layers

extinct

12mm 24 P12mm No condition
P126cm One of the two families of

mirror lines in odd layers
extinct

P12cc Both families of mirror lines in
odd layers extinct

12 2 2 24 P12 2 2 No condition
P12j 2 2 0000hj : jh6 = 12n

12 12 P12 No condition

12 12 P12 No condition
P12j 0000hj : jh6 = 12n

respect to the phys-space star of reciprocal basis vectors. If the normal to the
mirror plane, or the dihedral axis, is oriented along a reciprocal basis vector it
gets the symbol m, or d, and it is denoted “along”, otherwise it is “between”
and the symbols get primed, m′ and d′. Examples for the action of these two
types of mirror planes are shown in eqs. 3.113 and 3.113. The normal to the
mirror plane m2 is along to a∗

2, that of m12 is between a∗
1 and a∗

2.
The reflection and inversion operations are equivalent in both subspaces

V ‖ and V ⊥. Γ (12), a 2π/12 rotation in V ‖ around the 12-fold axis corresponds
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to a 10π/12 rotation in V ⊥ (see Fig. 3.44):

Γ (m2) =

⎛

⎜⎜
⎜⎜
⎝

0 0 1̄ 0 0
0 1̄ 0 1̄ 0
1̄ 0 0 0 0
0 0 0 1 0
0 0 0 0 1

⎞

⎟⎟
⎟⎟
⎠

D∗

=

⎛

⎜
⎜
⎜
⎜⎜
⎝

1
2 −

√
3

2 0 0 0
−

√
3

2 −1
2 0 0 0

0 0 1 0 0
0 0 0 1

2

√
3

2

0 0 0
√

3
2 −1

2

⎞

⎟
⎟
⎟⎟
⎟
⎠

V

(3.169)

Γ (m12) =

⎛

⎜⎜
⎜⎜
⎝

0 1̄ 0 1 0
1̄ 0 1̄ 0 0
0 0 0 1̄ 0
0 0 1 0 0
0 0 0 0 1

⎞

⎟⎟
⎟⎟
⎠

D∗

=

⎛

⎜
⎜
⎜
⎜⎜
⎝

−
√

3
2 − 1

2 0 −
√

3
2 −1

2
−1

2 − 1
2
√

3
0 1

2
1

2
√

3

0 0 1 0 0√
3

2 − 1
2 0

√
3

2 −1
2

1
2 − 1

2
√

3
0 − 1

2
1

2
√

3

⎞

⎟⎟
⎟⎟
⎟
⎠

V

(3.170)

The translation components of the 12-fold screw axis and the c-glide planes
are along the periodic direction. The set of reciprocal space vectors M∗ is
invariant under scaling with the matrix S,SmM∗ = smM∗, with s = 1 ±

√
3

(Fig. 3.46). The scaling matrix reads

a4
* a3

*

a2
*

a5
*

a1
*

a3
*’=(01110)

(11100)

(02110)

(11120) (12010)

(10210)

a0
*=(01010)

Fig. 3.46. Reciprocal space scaling of the dodecagonal structure by the matrix S.
The scaled basis vectors keep their orientation and are increased in length by a factor
1 + 2 cos 2π/12 = 1 +

√
3 = 2.7321 (marked gray). The example shown explicitly is

a∗′
3 = a∗

4 + a∗
2 + a∗

3
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S =

⎛

⎜⎜
⎜⎜
⎝

1 1 0 1̄ 0
2 1 1 0 0
0 1 1 2 0
1̄ 0 1 1 0
0 0 0 0 1

⎞

⎟⎟
⎟⎟
⎠

D∗

=

⎛

⎜⎜
⎜⎜
⎝

1 +
√

3 0 0 0 0
0 1 +

√
3 0 0 0

0 0 1 0 0
0 0 0 1 −

√
3 0

0 0 0 0 1 −
√

3

⎞

⎟⎟
⎟⎟
⎠

V

. (3.171)

3.6.5.3 Example: Periodic Average Structure of a Dodecagonal
Tiling

In the canonical description, the V basis for a 2D dodecagonal tiling (Fig. 3.47)
in respect to the D basis is given by

V = a∗ 1√
3

⎛

⎜
⎜⎜
⎜⎜
⎜
⎝

v1

w1

v2

w2

v3

w3

⎞

⎟⎟
⎟
⎟⎟
⎟
⎠

D

= a∗ 1√
3

⎛

⎜
⎜⎜
⎜⎜
⎜
⎝

1 c1 −c2 −c3 c4 c2

0 s1 −s2 −s3 s4 s2
1 c5 c4 −c3 −c2 c1

0 s5 s4 −s3 −s2 s1
1√
2
− 1√

2
1√
2

− 1√
2

1√
2

− 1√
2

1√
2

1√
2

1√
2

1√
2

1√
2

1√
2

⎞

⎟⎟
⎟
⎟⎟
⎟
⎠

D

.(3.172)

Therein, the vectors v1 and w1 span the 2D par-space V ‖, v2 and w2 span
V ⊥

1 , and v3 and w3 span V ⊥
2 , with V = V ‖ ⊕ V ⊥ = V ‖ ⊕ V ⊥

1 ⊕ V ⊥
2 , ck =

cos(2πk/12) and s = sin(2πk/12). The D basis is given by D = V −1. The
length of the basis vectors D is 1/a∗. A tiling edge length of 1 is obtained
with a∗ = 1/

√
3. The acceptance window is given by the orthogonal projection

of the hyperlattice unit cell upon perp-space.
The 2D atomic surfaces are given by six equidistant cuts of the window

perpendicular to (11̄11̄11̄)D and (111111)D at i/6, 1 = 1, . . ., 6 along the cell
diagonal in direction v3 + w3. For the atomic surfaces and tiling originating
from an unshifted acceptance window (window origin at lattice origin), see
[39]. Here, we look at a tiling which is generated by an acceptance window
positioned with its center at the origin of the hyperlattice. The resulting 2D
atomic surfaces are shown in Figs. 3.48 and 3.49. They have a volume in V ⊥

1

and are 0D in V ‖ and V ⊥
2 .

The best PAS for the dodecagonal tiling is shown in Fig. 3.50. The corre-
sponding reciprocal vectors are (012̄1̄00) and (210001̄). The unit cell parame-
ter of the centered PAS is 0.9282 and only 7% of the projected atomic surfaces
do not contain to tiling vertex. The distribution of vertices is homogenous in
each projected atomic surface, and the deviation density adds up with the
number of overlapping projected atomic surfaces within their boundaries.

A PAS without centering and with small maximal deviation of the vertices
from the PAS nodes is given in Fig. 3.51. Here, all atomic surfaces project onto
each other. The corresponding reciprocal vectors are (012̄1̄00) and (210001̄),
the unit cell parameter of the PAS is 0.4641, and the occupancy factor is very
small with 0.2679. The symmetry of the atomic surfaces is preserved by the
oblique projections in both PASs.
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Fig. 3.47. Dodecagonal tiling, as generated by the canonical projection method,
with the acceptance window centered at the origin of the nD lattice

3.6.6 Tetrakaidecagonal Structures

Axial quasicrystals with tetrakaidecagonal diffraction symmetry possess
tetrakaidecagonal structures. There are only a few approximants known and
no quasicrystals so far. To find the embedding matrix one has to consider the
generating symmetry operations, i.e., the 14-fold rotation α = 14, a mirror mv

and the inversion operation 1̄. These symmetry operations can be written as
7 × 7 matrices with integer coefficients acting on the reciprocal space vectors
H. The 7D representation is reducible to par- and perp-space components,
which can be combined from the irreducible representations Γ1, Γ7, Γ9 shown
in the character table Table 3.17 under the condition that the trace of the 6D
matrix does not change.

For instance, the 14-fold rotation α and the reflections on the mirror planes
β = m2 (with normal parallel to a∗

2) and β = m12 (with normal between a∗
1
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(0,0)D (1,0)D(-1,0)D

(1,-1)D(0,-1)D(-1,-1)D

(1,1)
D

(-1,1)D (0,1)D

w3

w2

w2
w2

w2

w2

w2
w2

w2
w2

v2

v2 v2 v2

v2 v2 v2

v2 v2

v3+w3

v3

a b c

a’

b’
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Fig. 3.48. Atomic surfaces (online:blue) resulting from cuts of an acceptance window
centered at the origin of the hyperlattice. As they have no extension in V ⊥

2 , their
positions in this perpendicular subspace are plotted by their occupation of nodes
on the black grid spanned by v3 and w3. Gray lines connect the atomic surfaces
resulting from one cut space perpendicular to V ⊥

2 . The points are lifted vertices of
the dodecagonal tiling

and a∗
2) can be described in their action in 3D reciprocal space by the reducible

matrices

Γ (14) =

⎛

⎜
⎜
⎜
⎜⎜
⎜⎜
⎜
⎝

0 0 0 0 0 1̄ 0
1 0 0 0 0 1 0
0 1 0 0 0 1̄ 0
0 0 1 0 0 1 0
0 0 0 1 0 1̄ 0
0 0 0 0 1 1 0
0 0 0 0 0 0 1

⎞

⎟
⎟
⎟⎟
⎟⎟
⎟
⎟
⎠

D∗

, Γ (m2) =

⎛

⎜
⎜
⎜
⎜⎜
⎜⎜
⎜
⎝

0 0 1̄ 1̄ 0 0 0
0 1̄ 0 1 0 0 0
1̄ 0 0 1̄ 0 0 0
0 0 0 1̄ 0 0 0
0 0 0 1 0 1 0
0 0 0 0 1 0 0
0 0 0 0 0 0 1

⎞

⎟
⎟
⎟⎟
⎟⎟
⎟
⎟
⎠

D∗

,
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0
0

−2 0 2−2
0

2

−1 0 1
−1

0
1

0

1

−1
0

1
−1 0 1

v2

v3+w3
v3

v3

w2

v2v2

w2

w2
a

b

c

b’

a’

−1

0

1

Fig. 3.49. Orthogonal 3D projections of the atomic surfaces upon the subspace
spanned by v2,w2, and v3 (middle and right part) and upon the subspace spanned
by v2,w2, and v3 + w3 (on the left). Each plane on the left part of the figure
represents a single cut space (perpendicular to v3 and w3) and one set of resulting
2D atomic surfaces

Fig. 3.50. Centered PAS with overlapping projected atomic surfaces. The corre-
sponding reciprocal vectors are (012̄1̄00) and (210001̄). The unit cell parameter is
0.9282. Only 7% of the PAS nodes do not correspond to a lattice vertex

Γ (m12) =

⎛

⎜
⎜⎜
⎜⎜
⎜
⎜
⎜
⎝

0 1̄ 1̄ 0 0 0 0
1̄ 0 1 0 0 0 0
0 0 1̄ 0 0 0 0
0 0 1 0 0 1 0
0 0 1̄ 0 1 0 0
0 0 1 1 0 0 0
0 0 0 0 0 0 1

⎞

⎟⎟
⎟⎟
⎟
⎟
⎟
⎟
⎠

D∗

(3.173)



158 3 Higher-Dimensional Approach

Fig. 3.51. PAS with complete overlap of the atomic surfaces belonging to one
lattice node and small maximal deviation of the tiling vertices from the PASL. The
corresponding reciprocal vectors are (012̄1̄00) and (210001̄). The unit cell parameter
is 0.4641 and the occupancy factor is 0.2679

Table 3.17. Character table for the tetrakaidecagonal group 14mm (C14v) [2]. ε
denotes the identity operation, αn the rotation around nπ/14, and β the reflection
on a mirror plane

Elements ε α, α13 α2, α12 . . . β, α2β . . . αβ, α3β . . .

Γ1 1 1 1 1 1
Γ2 1 1 1 −1 −1
Γ3 1 −1 1 1 −1
Γ4 1 −1 1 −1 1
Γ5 2 2 cos 2π/14 2 cos 4π/14 0 0
Γ6 2 2 cos 4π/14 2 cos 8π/14 0 0
Γ7 2 2 cos 6π/14 2 cos 12π/14 0 0
Γ8 2 2 cos 8π/14 2 cos 16π/14 0 0
Γ9 2 2 cos 10π/14 2 cos 20π/14 0 0
Γ10 2 2 cos 12π/14 2 cos 24π/14 0 0

3.6.6.1 Reciprocal Space

The electron density distribution function ρ(r) of a 3D quasicrystal can be
represented by the Fourier series given in eq. 3.41. All Fourier coefficients,
i.e., the structure factors F (H), can be indexed with reciprocal space vectors
H =

∑3
i=1 h

‖
i a

∗
i with h

‖
1, h

‖
2 ∈ R, h

‖
3 ∈ Z. Introducing in total seven reciprocal

basis vectors, all possible reciprocal space vectors can be indexed with integer
components: H =

∑7
i=1 hia∗

i with a∗
i = a∗ (cos 2πi/14, sin 2πi/14, 0) , i =

1, . . . , 6,a∗
7 = |a∗

7| (0, 0, 1) and hi ∈ Z (Fig. 3.52).
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a6
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a5*
a3*

a2*

a2*

a3*

a3*

a5*a2*

a6*

a6*
a1*

a1*

a5*

a4*

a4*a1*

a7*

a4*

a7*
a7*

ai*=π ||di* ai*=π1
⊥di

*
ai*=π2

⊥di
*a b c

ai=π ||di ai=π1
⊥di ai=π2

⊥di

Fig. 3.52. 7D reciprocal (a–c) and direct (d–f) space bases d∗
i and di, i = 1, . . . , 7,

respectively, of the tetrakaidecagonal structure projected onto the par-space (a,d)
and the two 2D perp-subspaces (b,e) and (c,f). The vectors a∗

7 and a7 along the
periodic direction are perpendicular to the plane spanned by the vectors a∗

i , i =
1, . . . , 6 and ai, i = 1, . . . , 6, respectively

The vector components refer to a Cartesian coordinate system in par-space
V ‖. The set of all diffraction vectors H forms a Z-module M∗ of rank seven.
The vectors a∗

i , i = 1, . . . , 7 can be considered as par-space projections of the
basis vectors d∗

i , i = 1, . . . , 7 of the 7D reciprocal lattice Σ∗ with

d∗
i = a∗

⎛

⎜
⎜⎜
⎜⎜
⎜
⎜⎜
⎜
⎝

cos 2πi
14

sin 2πi
14

0
c cos 6πi

14

c sin 6πi
14

c cos 10πi
14

c sin 10πi
14

⎞

⎟
⎟⎟
⎟⎟
⎟
⎟⎟
⎟
⎠

V

, i = 1, . . . , 6; d∗
7 = a∗

7

⎛

⎜
⎜⎜
⎜
⎝

0
0
1
0
0

⎞

⎟
⎟⎟
⎟
⎠

V

. (3.174)

The coupling factors between par- and perp-space rotations equal 3 and 5,
respectively, for the two 2D perpendicular subspaces, c is an arbitrary constant
which is usually set to 1 (as it is also done in the following). The subscript
V denotes components referring to a 7D Cartesian coordinate system (V -
basis), while subscript D refers to the 7D crystallographic basis (D-basis).
The embedding matrix W results to

W =

⎛

⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎜⎜
⎝

cos 2π
14 cos 4π

14 cos 6π
14 cos 8π

14 cos 10π
14 cos 12π

14 0
sin 2π

14 sin 4π
14 sin 6π

14 sin 8π
14 sin 10π

14 sin 12π
14 0

0 0 0 0 0 0 1
cos 6π

14 cos 12π
14 cos 18π

14 cos 24π
14 cos 30π

14 cos 36π
14 0

sin 6π
14 sin 12π

14 sin 18π
14 sin 24π

14 sin 30π
14 sin 36π

14 0
cos 10π

14 cos 20π
14 cos 30π

14 cos 40π
14 cos 50π

14 cos 60π
14 0

sin 10π
14 sin 20π

14 sin 30π
14 sin 40π

14 sin 50π
14 sin 60π

14 0

⎞

⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎟⎟
⎠

. (3.175)
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The direct 7D basis is obtained from the orthogonality condition (3.5)

di =
2

7a∗
i

⎛

⎜
⎜⎜
⎜
⎜
⎜⎜
⎜
⎜
⎝

cos 2πi
14 + (−1)i−1

sin 2πi
14

0
cos 4πi

14 + (−1)i−1

sin 4πi
14

cos 6πi
14 + (−1)i−1

sin 6πi
14

⎞

⎟
⎟⎟
⎟
⎟
⎟⎟
⎟
⎟
⎠

V

, i = 1, . . . , 6; d7 =
1
a∗
7

⎛

⎜
⎜⎜
⎜
⎜
⎜⎜
⎜
⎝

0
0
1
0
0
0
0

⎞

⎟⎟
⎟⎟
⎟⎟
⎟
⎟
⎠

V

. (3.176)

The metric tensors G and G∗ are of type
⎛

⎜
⎜⎜
⎜⎜
⎜
⎜
⎜
⎝

A B −B B −B B 0
B A B −B B −B 0
−B B A B −B B 0
B −B B A B −B 0
−B B −B B A B 0
B −B B −B B A 0
0 0 0 0 0 0 C

⎞

⎟
⎟⎟
⎟⎟
⎟⎟
⎟
⎠

(3.177)

with A = 3a∗2, B = 1/2a∗2, C = a∗2
7 , for reciprocal space and A = 4/(7a∗2),

B = −2/(7a∗2), C = 1/a∗2
7 for direct space. Therefrom, the direct and recip-

rocal lattice parameters can be derived as

d∗i =
√

3a∗, d∗7 = a∗
7, αij = arccos−1

6
= 99.59◦, ∀i �= j, i + j = 2n,

αij = arccos
1
6

= 80.41◦, ∀i �= j, i + j = 2n + 1, αi7 = 90◦, i, j = 1, . . . , 6

and

di =
2√
7a∗ , d7 =

1
a∗
7

, αij = 120◦, ∀i �= j, i + j = 2n,

αij = 60◦, ∀i �= j, i + j = 2n + 1, αi5 = 90◦, i, j = 1, . . . , 6.

This means that the 6D subspace orthogonal to the periodic direction has
hyperrhombohedral symmetry. The volume of the 7D unit cell results to

V =
√

det (G) =
8

49
√

7a∗6a∗
7

. (3.178)

3.6.6.2 Symmetry

The diffraction symmetry of tetrakaidecagonal phases, i.e., the point symme-
try group leaving the intensity weighted Fourier module (diffraction pattern)
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Table 3.18. The seven 3D tetrakaidecagonal point groups of order k and the nine-
teen corresponding 7D tetrakaidecagonal space groups with reflection conditions
[36]. The notation is analogous to that of hexagonal space groups. The first posi-
tion in the point and space group symbols refers to generating symmetry elements
oriented along the periodic direction, the second position to the symmetry elements
oriented along reciprocal space basis vectors and the third position to those oriented
between them

3D Point Group k 7D Space Group Reflection Conditions

14

m

2

m

2

m

56 P
14

m

2

m

2

m
No condition

P
14

m

2

c

2

c
h1h2h2h1h7 : h7 = 2n
h1h2h̄2h̄1h7 : h7 = 2n

P
147

m

2

m

2

c
h1h2h̄2h̄1h7 : h7 = 2n

P
147

m

2

c

2

m
h1h2h2h1h7 : h7 = 2n

14m2 28 P14m2 No condition

P14c2 h1h2h2h1h7 : h7 = 2n

P142m No condition

P142c h1h2h̄2h̄1h7 : h7 = 2n

14mm 28 P14mm No condition

P14cc h1h2h2h1h7 : h7 = 2n

h1h2h̄2h̄1h7 : h7 = 2n

P147mc h1h2h̄2h̄1h7 : h7 = 2n

P147cm h1h2h2h1h7 : h7 = 2n

14 2 2 28 P14 2 2 No condition

P14j 2 2 0000hj : jh7 = 14n

14

m
20 P

14

m
No condition

P
147

m
0000h7 : h7 = 2n

14 14 P14 No condition

14 14 P14 No condition

P14j 0000hj : jh7 = 14n

M∗
I invariant, is one of the two Laue groups 14/mmm or 14/m. The 19 space

groups [36] leaving the 7D hypercrystal structure invariant are that subset of
the 7D space groups, the point groups of which are isomorphous to the seven
3D tetrakaidecagonal point groups (Table 3.18).

The reflection and inversion operations are equivalent in both subspaces V ‖

and V ⊥. Γ (14), a 2π/14 rotation in V ‖ around the 14-fold axis has component
rotations of 6π/14 and 10π/14 in the two 2D V ⊥ subspaces (see Fig. 3.52)
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Γ (14) =

⎛

⎜⎜
⎜⎜
⎜⎜
⎜
⎜
⎝

0 0 0 0 0 1̄ 0
1 0 0 0 0 1 0
0 1 0 0 0 1̄ 0
0 0 1 0 0 1 0
0 0 0 1 0 1̄ 0
0 0 0 0 1 1 0
0 0 0 0 0 0 1

⎞

⎟
⎟
⎟
⎟
⎟⎟
⎟
⎟
⎠

D∗

=

⎛

⎝
Γ ‖ (14) 0 0

0 Γ⊥
1 (14) 0

0 0 Γ⊥
2 (14)

⎞

⎠

V

=

=

⎛

⎜
⎜
⎜
⎜⎜
⎜
⎜
⎜
⎜
⎝

cos 2π
14 − sin 2π

14 0 0 0 0 0
sin 2π

14 cos 2π
14 0 0 0 0 0

0 0 1 0 0 0 0
0 0 0 cos 4π

14 − sin 4π
14 0 0

0 0 0 sin 4π
14 cos 4π

14 0 0
0 0 0 0 0 cos 6π

14 − sin 6π
14

0 0 0 0 0 sin 6π
14 cos 6π

14

⎞

⎟
⎟
⎟
⎟⎟
⎟
⎟
⎟
⎟
⎠

V

(3.179)

The scaling symmetry leaving the reciprocal space lattice invariant (Fig. 3.53)
is represented by the matrix S∗

S∗ =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜⎜
⎜
⎝

1 1 1 0 1̄ 1̄ 0

0 0 0 1 1 0 0

1 1 1 0 0 0 0

0 0 0 1 1 1 0

0 1 1 0 0 0 0

1̄ 1̄ 0 1 1 1 0

0 0 0 0 0 0 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟⎟
⎟
⎠

D∗

=

⎛

⎜
⎝

Γ ‖ (S) 0 0

0 Γ⊥
1 (S) 0

0 0 Γ⊥
2 (S)

⎞

⎟
⎠

V ∗

= (3.180)

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 + 2 cos 4π
14

0 0 0 0 0 0

0 1 + 2 cos 4π
14

0 0 0 0 0

0 0 1 0 0 0 0

0 0 0 1 + 2 cos 12π
14

0 0 0

0 0 0 0 1 + 2 cos 12π
14

0 0

0 0 0 0 0 1 + 2 cos 20π
14

0

0 0 0 0 0 0 1 + 2 cos 20π
14

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

V ∗

.

The eigenvalues of the scaling matrix are the cubic Pisot numbers

λ1 = 1 + 2 cos 4π/14 = 2.24698, λ2 = 1 + 2 cos 12π/14 = −0.80194,
λ3 = 1 + 2 cos 20π/14 = 0.55496. (3.181)

which are the solutions of the characteristic polynomial 1− 5x + 6x2 + 4x3 −
9x4 + x5 + 3x6 − x7 = (1 − x)(1 − 2x − x2 + x3)2.

3.6.6.3 Example: Tetrakaidecagonal Quasicrystal

The lattice Σ of the tetrakaidecagonal structure possesses tetrakaidecagonal
symmetry. A structure with this symmetry may be formed by heptagonal
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(1010100)(0101010)

a6
*

a5
*

a1
*

a2
*

a3
*a4

*

a7
*

(1011010)

a2
*’=(1010110)

a0
*’=(1111110)

(1010010)

(1101010)

(1001010)

Fig. 3.53. Reciprocal space scaling of the tetrakaidecagonal structure by the matrix
S. The scaled basis vectors keep their orientation and are increased in length by a
factor 1 + 2 cos 2π/7 = 2.24698 (marked gray). The example shown explicitly is
a∗′

2 = a∗
4 + a∗

0 + a∗
2

tilings related by a screw axis along the periodic direction. A heptagonal
tiling is a 2D quasiperiodic tiling with (at least local) heptagonal symmetry
and tetrakaidecagonal diffraction symmetry (14mm).

All reciprocal space vectors H ∈ M∗ of a 2D heptagonal tiling can be
represented on a 2D basis a∗

i = (cos(2πi/7), sin(2πi/7)), i = 1, .., 6, as H =∑6
i=1 hi a∗

i . The vector components refer to a Cartesian coordinate system in
par-space. From the number of independent reciprocal basis vectors necessary
to index the Bragg reflections with integer numbers, the dimension of the
embedding space has to be at least six.

The set M∗ of all vectors H remains invariant under the action of the sym-
metry operations of the point group 14mm. The symmetry-adapted matrix
representations for the point group generators, the 14-fold rotation α = 14, the
reflection on the 3D mirror space β = m2 (the vectors (a∗

i −a∗
i+5), (a∗

i+1−a∗
i+4)

and (a∗
i+2 − a∗

i+3), i = 1, .., 7 are normal to the corresponding mirror spaces)
and the inversion operation Γ (γ) = 1̄ can be written in the form:

Γ (α) =

⎛

⎜
⎜⎜
⎜⎜
⎜
⎝

0 0 1 1̄ 0 0
0 0 1 0 1̄ 0
0 0 1 0 0 1̄
0 0 1 0 0 0
1̄ 0 1 0 0 0
0 1̄ 1 0 0 0

⎞

⎟
⎟⎟
⎟⎟
⎟
⎠

D

, Γ (β) =

⎛

⎜
⎜⎜
⎜⎜
⎜
⎝

0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 0 0
0 0 1 0 0 0
0 1 0 0 0 0
1 0 0 0 0 0

⎞

⎟
⎟⎟
⎟⎟
⎟
⎠

D

,

Γ (γ) =

⎛

⎜
⎜⎜
⎜⎜
⎜
⎝

1̄ 0 0 0 0 0
0 1̄ 0 0 0 0
0 0 1̄ 0 0 0
0 0 0 1̄ 0 0
0 0 0 0 1̄ 0
0 0 0 0 0 1̄

⎞

⎟
⎟⎟
⎟⎟
⎟
⎠

D

. (3.182)
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By block-diagonalization, these reducible symmetry matrices can be de-
composed into non-equivalent irreducible representations. These can be as-
signed to the two orthogonal subspaces forming the 6D embedding space
V = V‖ ⊕ V⊥, with a 2D parallel subspace V‖, and the perpendicular 4D
subspace, V⊥. The latter consists of two orthogonal 2D subspaces V⊥

1 and
V⊥

2 , as will be seen later. With W · Γ · W−1 = ΓV = Γ ‖ ⊕ Γ⊥, we obtain

Γ (α) =

⎛

⎜
⎜
⎜
⎜
⎜⎜
⎝

cos(π/7) − sin(π/7) 0 0 0 0
sin(π/7) cos(π/7) 0 0 0 0

0 0 cos(5π/7) − sin(5π/7) 0 0
0 0 sin(5π/7) cos(5π/7) 0 0
0 0 0 0 cos(3π/7) − sin(3π/7)
0 0 0 0 sin(3π/7) cos(3π/7)

⎞

⎟
⎟
⎟
⎟
⎟⎟
⎠

V

=

(
Γ ‖(α) 0

0 Γ⊥(α)

)

V

,

Γ (β) =

⎛

⎜⎜
⎜
⎜
⎜⎜
⎝

1 0 0 0 0 0
0 1̄ 0 0 0 0

0 0 1 0 0 0
0 0 0 1̄ 0 0
0 0 0 0 1 0
0 0 0 0 0 1̄

⎞

⎟⎟
⎟
⎟
⎟⎟
⎠

V

, Γ (γ) =

⎛

⎜⎜
⎜
⎜
⎜⎜
⎝

1̄ 0 0 0 0 0
0 1̄ 0 0 0 0

0 0 1̄ 0 0 0
0 0 0 1̄ 0 0
0 0 0 0 1̄ 0
0 0 0 0 0 1̄

⎞

⎟⎟
⎟
⎟
⎟⎟
⎠

V

, (3.183)

where W is as defined in (3.93).

W =

⎛

⎜
⎜
⎜⎜
⎜
⎜
⎝

cos(2π/7) cos(4π/7) cos(6π/7) cos(8π/7) cos(10π/7) cos(12π/7)
sin(2π/7) sin(4π/7) sin(6π/7) sin(8π/7) sin(10π/7) sin(12π/7)

cos(4π/7) cos(8π/7) cos(12π/7) cos(2π/7) cos(6π/7) cos(10π/7)
sin(4π/7) sin(8π/7) sin(12π/7) sin(2π/7) sin(6π/7) sin(10π/7)
cos(6π/7) cos(12π/7) cos(4π/7) cos(10π/7) cos(2π/7) cos(8π/7)
sin(6π/7) sin(12π/7) sin(4π/7) sin(10π/7) sin(2π/7) sin(8π/7)

⎞

⎟
⎟
⎟⎟
⎟
⎟
⎠

V

.

(3.184)

The column vectors of the matrix W give a reciprocal basis in V space W =
(d∗

1,d
∗
2,d

∗
3,d

∗
4,d

∗
5,d

∗
6), with their par- and perp-space components above and

below the partition line. The reciprocal basis of the 6D embedding space (D
basis) is:

d∗
i = a∗

i

⎛

⎜
⎜
⎜
⎜
⎜⎜
⎝

cos(2πi/7)
sin(2πi/7)
cos(4πi/7)
sin(4πi/7)
cos(6πi/7)
sin(6πi/7)

⎞

⎟
⎟⎟
⎟⎟
⎟
⎠

V

, i = 1, .., 6 (3.185)
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The 6× 6 symmetry matrices can each be decomposed into three 2× 2 matri-
ces. the first one, Γ ‖, acts on the parallel space component of a vector. The
second two build Γ⊥ and act on the perp-space component. The rotation Γ (α)
can thus be interpreted as the coupling of three rotations. Each of them leave
a 4D space invariant and span a 2D space. As a result, Γ (α) leaves a point
invariant and generates the 6D space. The coupling factors between a rotation
in parallel and perp-space are 5 and 3. Thus, a π/7 rotation in par-space is
related to a 5π/7 and a 3π/7 rotation in perp-space.

Γ (β) leaves three dimensions invariant, while changing the sign of the
remaining three. It can thus be interpreted as a mirror operation on a 3D
space. The fact that the 4D perp-space V ⊥ decomposes into two 2D invariant
subspaces, simplifies the problem of visualizing the 4D atomic surfaces, as will
be seen later. With the condition di · d∗

j = δij , a basis in direct 6D space is
obtained:

di =
2

7a∗
i

⎛

⎜⎜
⎜⎜
⎜⎜
⎝

cos(2πi/7) − 1
sin(2πi/7)

cos(4πi/7) − 1
sin(4πi/7)

cos(6πi/7) − 1
sin(6πi/7)

⎞

⎟⎟
⎟⎟
⎟⎟
⎠

V

, i = 1, .., 6 (3.186)

The heptagonal tiling can also be embedded canonically in 7D. Canonically
means that the 7D lattice is hypercubic and that the projection of one unit cell
of the hypercrystal upon the 5D perp-space V ⊥ defines the window function
(acceptance window). Then, the heptagonal tiling can be constructed by the
strip-projection technique. The V basis in terms of the D basis is given by

V = a∗
√

2
7

⎛

⎜
⎜⎜
⎜
⎜
⎜
⎜⎜
⎝

v1

w1

v2

w2

v3

w3

d

⎞

⎟
⎟⎟
⎟
⎟
⎟
⎟⎟
⎠

D

= a∗
√

2
7

⎛

⎜
⎜⎜
⎜
⎜
⎜
⎜⎜
⎝

cos(2πi/7)
sin(2πi/7)
cos(4πi/7)
sin(4πi/7)
cos(6πi/7)
sin(6πi/7)

1√
2

⎞

⎟
⎟⎟
⎟
⎟
⎟
⎟⎟
⎠

D

, i = 1, .., 7. (3.187)

Therein, the vectors v1 and w1 span the 2D par-space V ‖, v2 and w2 span V ⊥
1 ,

v3 and w3 span V ⊥
2 and d spans V ⊥

3 , with V = V ‖⊕V ⊥ = V ‖⊕V ⊥
1 ⊕V ⊥

2 ⊕V ⊥
3 .

The D basis is given by D = V −1. The length of the basis vectors spanning
the D basis is 1/a∗, edge length of the unit tiles amounts to ar =

√
2/7/a∗.

The window function cuts a 5D slab parallel to the 2D par-space from the
7D lattice. All 7D lattice points contained in the window are then orthogonally
projected upon the par-space. This set of vertices defines a tetrakaidecagonal
tiling, if the window function has the proper irrational orientation. For a
detailed description see [22, 37]. In our case, this window is a zonohedron
with heptagonal symmetry (Fig. 3.54).
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xy

z

x

yz

Fig. 3.54. Different views of the 7D hypercubic unit cell (orthogonal projection of
the unit cell upon V ⊥). The convex hull of the orthogonal projection of the cell upon
V ⊥

1 (x,y) and the body diagonal of the hypercrystal ((0000001)V ) as the z-direction.
The atomic surfaces are cuts perpendicular to the body diagonal, as is schematically
shown on the right side, for the first two atomic surfaces

The atomic surfaces are convex 4D polytopes. Every vertex of the accep-
tance window corresponds to a vertex of the unit cell, which is then orthog-
onally projected upon perp-space. A convenient way to obtain the vertices
belonging to a atomic surface, is to identify the unit cell vertices creating the
atomic surface after projection upon V ⊥. The convex hull of the ith atomic
surface is then defined by the perp-space components of the unit cell vertices
fulfilling

∑7
j=1 ajk = i, with i = 0, .., 6 for the seven atomic surfaces and

(a1k, .., a7k)D the k-th vertex of the unit cell given in the D basis.
The atomic surfaces for the (6D) cut-and-project formalism are then

obtained by projection of the atomic surfaces in the canonical description
along the vector interconnecting the diagonal of the 7D basis with the diago-
nal of the 6D basis (with a seventh coordinate set to zero) upon the 6D basis
given above. The seven atomic surfaces are located on the (i/7)(111111)D,
i = 0, .., 6 on the diagonal of the hyperrhombohedral unit cell in the 6D de-
scription. The 0D atomic surface is located at the origin (i = 0). Neighboring
atomic surfaces are in anti-position to each other, as can be seen in Fig. 3.55.
The six atomic surfaces within the zonohedron are related by an inversion cen-
ter at one half of the body diagonal of the zonohedron. We, thus, have three
independent, non-zero atomic surfaces. By proper projection upon the 6D ba-
sis described before, we reduce the dimension of the canonical description by
the redundant one (the parallel space image of the seven basis vectors is not
linearly independent), and obtain the atomic surfaces for the cut-and-project
formalism.
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i=1 2 3 4 5 6

Fig. 3.55. The six atomic surfaces of the tetrakaidecagonal tiling with a non-zero
volume are located at i/7(1111111)D, i = 1, .., 6 in the canonical description, and
at i/7(111111)D, i = 1, .., 6 in the cut-and-project method. They are related by an
inversion center in the origin and at 1/2(1111111)D. The atomic surfaces are 4D
polytopes, and have only a volume in V ⊥. We see here an orthogonal projection of
the atomic surfaces upon one of the two invariant subspaces of V ⊥. Projection upon
the second subspace would lead to the same image, but the order of the projected
vertices would change

3.6.6.4 Periodic Average Structure

The periodic average structures of heptagonal tilings will be generated using
the canonical projection method with a 7D basis, as described in the previ-
ous section. 5D projections are then necessary to generate a PAS. Thereby,
the dimension of the atomic surfaces is reduced from 4D to 2D. This has di-
rect implications on the distribution function of the vertices in the projected
atomic surfaces.

In the following, we will discuss all symmetrically non-equivalent PAS
resulting from two types of reflections, which give PAS with the most reason-
able occupancy factors. For that purpose, the two strongest Bragg reflections
are chosen related to PAS lattice parameters close to the tiling edge length.
The resulting PAS unit cells correspond to the three different unit tiles of the
heptagonal tiling.

In these PAS (Figs. 3.56 and 3.58), the symmetry of the atomic surfaces
is not preserved in the oblique projections, and atomic surfaces are projected
upon each other and, in some cases, they are additionally overlapping with
projected atomic surfaces located at other lattice nodes (Fig. 3.56). The de-
composition of heavily overlapping projected atomic surfaces (“Christmas
tree” of Fig. 3.56) in the individual projected atomic surfaces is shown in
Fig. 3.57.

The best PAS with regard to the occupancy (Fig. 3.56, “Christmas tree”)
has an occupancy factor close to one, (only 4% of all projected atomic surfaces
are not occupied), but its unit cell is almost completely covered with the
projected atomic surfaces. On the other hand, the best PAS with a reasonable
maximal deviation of the tiling vertices from the lattice nodes (Fig. 3.58,
left) has only an occupancy factor of 0.5663. Almost half of the projected
atomic surfaces are not occupied. The heptagonal case shows, therefore, a
high “degree of quasiperiodicity.”
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Fig. 3.56. Projected average structures with overlapping projected atomic surfaces.
Depicted are all symmetrically nonequivalent PAS that correspond to (101̄1̄011)D

and one symmetry equivalent reflection. The second reflection is either (101̄1̄1̄01)D

(left), (1101̄1̄01)D (center) or (1101̄1̄1̄0)D (right). In all cases, the projected atomic
surfaces fill almost the whole unit cell of the PAS lattice. They have the lattice
parameters/occupancy factors (from left to right): 1.9924/2.1529; 1.1057/1.1948;
0.8867/0.9581. Black lines mark the outer boundary of the projected atomic sur-
faces, points result from the heptagonal tiling modulo one unit cell of the PAS

Fig. 3.57. Projected atomic surfaces for the periodic average structure defined
by the reflections (101̄1̄011)D and (1101̄1̄1̄0)D (Fig. 3.56, right). The individual,
symmetry independent, projected atomic surfaces
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Fig. 3.58. Projected average structures with overlapping projected atomic surfaces.
Shown are all symmetrically nonequivalent PAS that correspond to (11̄2̄2̄022)D and
one symmetry equivalent reflection. The second reflection is either (202̄2̄1̄12)D (left),
(211̄2̄2̄02)D (center) or (2202̄2̄1̄1)D (right). Their lattice parameters/occupancy fac-
tors are (from left to right): 1.0218/0.5663; 0.5671/0.3142; 0.4547/0.2520. Black lines
mark the outer boundary of the projected atomic surfaces, points result from the
heptagonal tiling modulo one unit cell of the PAS

3.6.6.5 General Comment on the Periodic Average Structure

The PAS of 2D tilings with symmetries 5, 7, 8, 10, 12, and 14 strongly differ
in the size of the projected atomic surfaces relative to the unit cell dimen-
sions. Since the boundaries of a projected atomic surface defines the maximum
deviation of a tiling vertex from the closest PAS lattice node, this size is an im-
portant indicator for the “degree of quasiperiodicity” of a tiling. The smaller
the “degree of quasiperiodicity,” the closer the tiling is to periodicity and the
better can some of its properties be approximated by its PAS (compare Figs.
3.22, 3.23, 3.50, 3.51, 3.56, and 3.58) [47].

The tiling modulo the unit cell of its PAS corresponds to the projection
of the atomic surfaces. Since the vertex distribution in an atomic surface is
homogenous, so is the projection of one single atomic surface, if its dimension
is not reduced by the projection. This is the case, for instance, for the octag-
onal and decagonal tilings that are generated by one single 2D atomic surface
at the origin of the nD unit-cell.

In the case of heptagonal and dodecagonal tilings, these originate from
several unconnected atomic surfaces, which overlap in their projection for all
PAS of physical relevance (those generated by strong Bragg reflections). For
the dodecagonal tiling, the atomic surfaces and their projections are 2D and
homogenous. However, parts of the atomic surfaces are projected upon each
other. The resulting density distribution in the PAS can then be described by
a simple step function following the boundaries of the single projected atomic
surfaces and their overlaps.
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The heptagonal case is the most complicated one, since it not only shows
more then one atomic surface but also a reduction in the dimension of the 4D
atomic surfaces during projection to 2D. The projected density distribution
resulting from a single atomic surface is therefore not homogenous.

Although the density distribution of the PAS can be interpreted as a mea-
sure for the “degree of quasiperiodicity,” this concept has to be treated care-
fully. It is only reliable if the total diffraction intensity represented by a PAS
is large, and if the occupancy factor of the projected atomic surfaces is close
to one. The 1D Fibonacci sequence and the 2D octagonal tiling, for instance,
can be described quite nicely by a PAS, contrary to the heptagonal tiling that
eludes a reasonable description by a PAS. It is interesting, that the heptagonal
case, which seems to be the “most quasiperiodic” case among the examples
discussed, is also the system with the highest dimensionality. The generaliza-
tion of this result might seem quite intuitive on a first glance, but has to be
verified by the study of tilings with atomic surfaces of dimensionality higher
than four. However, the diversity of the “degree of quasiperiodicity” within the
range of tilings of equal dimensions but different symmetries shows that this
problem cannot be reduced to one of dimensions only.

3.7 3D Quasiperiodic Structures with Icosahedral
Symmetry

For finding the embedding matrix one has, as usual, to consider the generating
symmetry operations, the 5-fold rotation Γ (α), reflection on a mirror Γ (β)
and the inversion operation Γ (i). These symmetry operations can be written
as 6×6 matrices with integer coefficients acting on the reciprocal space vectors
H. The 6D representation is reducible to a par- and perp-space component. It
can be combined from the irreducible representations shown in the character
table (Table 3.19) under the condition that the trace of the 6D matrix does
not change with the similarity transformation.

Table 3.19. Character table for the icosahedral group 3̄5̄m (Ih) [20]. ε denotes the
identity operation, αn the rotation around 2nπ/5, and β the reflection on a mirror
plane

Elements ε α α2 β β′

Γ1 1 1 1 1 1
Γ2 3 −τ 1 + τ 0 −1
Γ3 3 1 + τ −τ 0 −1
Γ4 4 −1 −1 1 0
Γ5 5 0 0 −1 1
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P

D

P

Fig. 3.59. Stereographic projection of the icosahedral point group m 3̄ 5̄ of order 120.
The six 5̄ axes include angles of arctan 2 = 63.43◦. Each 5-fold axis is surrounded
by five 3-fold (37.38◦) and five 2-fold axes (31.72◦) and is perpendicular to five
more 2-fold axes. The angles between neighboring 3-fold axes are 41.81◦, between
neighboring 2-fold axes 36◦. The smallest angle between a 3- and a 2-fold axis is
20.90◦. The letters P, D and P̄, used frequently in electron microscopy, mark special
directions

3.7.1 Reciprocal Space

Quasicrystals exhibiting icosahedral diffraction symmetry (Fig. 3.59) are
called icosahedral quasicrystals. The most perfect quasiperiodic phases known
belong to this class ([43] and references therein). The Ammann or 3D Penrose
tiling will be used as example of a 3D quasiperiodic structure.

The set of diffraction vectors M∗ forms a Z-module of rank six. Sex-
tuplets of integers are needed, therefore, to describe the diffraction vectors
H =

∑6
i=1 hia∗

i , hi ∈ Z. Since there are several different indexing schemes in
use, one has to keep in mind that the indices may refer to different reciprocal
bases.

The generic indexing scheme (setting 1) uses six reciprocal basis vectors
a∗

i directed towards the corners of an icosahedron:

a∗
1=a∗ (0, 0, 1) , a∗

i =a∗ (sin θ cos 2πi/5, sin θ sin 2πi/5, cos θ) , i = 2, . . . , 6,

with tan θ = 2. θ is the angle between two adjacent 5-fold axes, a∗ = |a∗
i | and

hi ∈ Z (Fig. 3.60).
The vectors a∗

i , i = 1, . . . , 6 can be considered as par-space projections of
the basis vectors d∗

i , i = 1, . . . , 6 of the 6D reciprocal lattice Σ∗ with
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a b

Fig. 3.60. Perspective view of the reciprocal basis of the icosahedral phase: (a)
parallel and (b) perp-space components

d∗
1 = a∗

⎛

⎜
⎜
⎜⎜
⎜⎜
⎝

0
0
1
0
0
c

⎞

⎟
⎟
⎟⎟
⎟⎟
⎠

V

, d∗
i = a∗

⎛

⎜
⎜
⎜⎜
⎜⎜
⎝

sin θ cos 2πi
5

sin θ sin 2πi
5

1
−c sin θ cos 4πi

5
−c sin θ sin 4πi

5
−c cos θ

⎞

⎟
⎟
⎟⎟
⎟⎟
⎠

V

, i = 2, . . . , 6 . (3.188)

c is an arbitrary constant usually set equal to one. The direct 6D basis results
from the orthogonality condition (3.5) and we obtain

d1 =
1

2ca∗

⎛

⎜⎜
⎜
⎜
⎜⎜
⎝

0
0
c
0
0
1

⎞

⎟⎟
⎟
⎟
⎟⎟
⎠

V

, di =
1

2ca∗

⎛

⎜⎜
⎜
⎜
⎜⎜
⎝

c sin θ cos 2πi
5

c sin θ sin 2πi
5

c
− sin θ cos 4πi

5
− sin θ sin 4πi

5
− cos θ

⎞

⎟⎟
⎟
⎟
⎟⎟
⎠

V

, (3.189)

i = 2, . . . , 6 .

The metric tensors G and G∗ are of type

⎛

⎜
⎜⎜
⎜⎜
⎜
⎝

A B B B B B
B A B −B −B B
B B A B −B −B
B −B B A B −B
B −B −B B A B
B B −B −B B A

⎞

⎟
⎟⎟
⎟⎟
⎟
⎠

(3.190)
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with A =
(
1 + c2

)
a∗2, B = (

√
5/5)

(
1 − c2

)
a∗2 for reciprocal space and A =

(1 + c2)/4 (ca∗)2 , B =
√

5
(
c2 − 1

)
/20 (ca∗)2 for direct space. Thus, for c = 1

hypercubic lattices result. The direct and reciprocal lattice parameters are

|d∗
i | = a∗√2, α∗

ij = 90◦, i, j = 1, . . . , 6 (3.191)

and

|di| =
1

a∗
√

2
, αij = 90◦, i, j = 1, . . . , 6 . (3.192)

The volume of the 6D direct lattice unit cell results to

V =
√

det (G) =
(

1
a∗
√

2

)6

= |di|6 . (3.193)

Alternatively, there exists another common setting for the reciprocal basis
of icosahedral QC. The same six-star of reciprocal basis vectors in different
orientation (setting 1′) is referred to a Cartesian coordinate system (C-basis)
oriented along 2-fold axes [1]

⎛

⎜
⎜
⎜
⎜⎜
⎜
⎝

a∗
1

a∗
2

a∗
3

a∗
4

a∗
5

a∗
6

⎞

⎟
⎟
⎟
⎟⎟
⎟
⎠

=
a∗

√
2 + τ

⎛

⎜
⎜
⎜
⎜⎜
⎜
⎝

0 1 τ
−1 τ 0
−τ 0 1
0 −1 τ
τ 0 1
1 τ 0

⎞

⎟
⎟
⎟⎟
⎟
⎟
⎠

⎛

⎝
c1

c2

c3

⎞

⎠ . (3.194)

The C-basis is related to the V -basis by the rotation

⎛

⎝
c1

c2

c3

⎞

⎠ =

⎛

⎝
cos π

10 sin π
10 0

− cos θ
2 sin π

10 cos θ
2 cos π

10 sin θ
2

sin θ
2 sin π

10 − sin θ
2 cos π

10 cos θ
2

⎞

⎠

⎛

⎝
v1

v2

v3

⎞

⎠ . (3.195)

Though both bases are represented on different Cartesian bases, the 6D de-
scription is equivalent and the 6D indices are identical.

A different way of indexing is based on a cubic basis (setting 2) (Fig. 3.61)

⎛

⎝
b∗

1

b∗
2

b∗
3

⎞

⎠ =
1
2

⎛

⎝
0 1̄ 0 0 0 1
1 0 0 1̄ 0 0
0 0 1 0 1 0

⎞

⎠

⎛

⎜⎜
⎜⎜
⎜
⎜
⎝

a∗
1

a∗
2

a∗
3

a∗
4

a∗
5

a∗
6

⎞

⎟⎟
⎟⎟
⎟
⎟
⎠

=
a∗

√
2 + τ

⎛

⎝
c1

c2

c3

⎞

⎠ . (3.196)

The indices h1h2h3h4h5h6 of setting 1 are related to those of setting 2
h/h′ k/k′ l/l′ by the transformation
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Fig. 3.61. Perspective parallel space view of the two alternative reciprocal bases
of the icosahedral phase: the cubic and the icosahedral setting, represented by the
bases b∗

i , i = 1, . . . , 3 and a∗
i , i = 1, . . . , 6, respectively

⎛

⎜⎜
⎜⎜
⎜⎜
⎝

h
h′

k
k′

l
l′

⎞

⎟⎟
⎟⎟
⎟⎟
⎠

C

=

⎛

⎜⎜
⎜⎜
⎜⎜
⎝

0 1̄ 0 0 0 1
0 0 1̄ 0 1 0
1 0 0 1̄ 0 0
0 1 0 0 0 1
0 0 1 0 1 0
1 0 0 1 0 0

⎞

⎟⎟
⎟⎟
⎟⎟
⎠

⎛

⎜
⎜⎜
⎜
⎜⎜
⎝

h1

h2

h3

h4

h5

h6

⎞

⎟⎟
⎟⎟
⎟⎟
⎠

D

=

⎛

⎜⎜
⎜⎜
⎜⎜
⎝

h6 − h2

h5 − h3

h1 − h4

h6 + h2

h5 + h3

h1 + h4

⎞

⎟⎟
⎟⎟
⎟⎟
⎠

D

. (3.197)

The primed indices refer to τ -times enlarged basis vectors b∗
i .

3.7.2 Symmetry

The diffraction symmetry of icosahedral phases, i.e., the point symmetry
group of the intensity weighted Fourier module (diffraction pattern) M∗

I can
be described by the Laue group m3̄5̄. The 11 symmetry groups leaving the
6D hypercrystal structure invariant are that subset of the 6D space groups,
the point groups of which are isomorphous to the two possible 3D icosahe-
dral point groups (Table 3.20). Besides primitive 6D Bravais lattice symmetry
(P , primitive hypercubic) also body centered (I, body centered hypercubic)
and all-face centered (F , all-face centered hypercubic) Bravais lattices occur.

The orientation of the symmetry elements of the 6D space groups is fixed
by the isomorphism of the 3D and 6D point groups. The reducible matrix
representations of the generating symmetry operations are
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Table 3.20. 3D point groups of order k and corresponding 6D hypercubic space
groups with their reflection conditions [28, 38]

3D Point Group k 6D Space Group Reflection Conditions

2

m
3̄5̄ 120 P

2

m
3̄5̄ No condition

P
2

n
3̄5̄ h1h2h̄1h̄2h5h6 : h5 − h6 = 2n

I
2

m
3̄5̄ h1h2h3h4h5h6 :

∑6
i=1 hi = 2n

F
2

m
3̄5̄ h1h2h3h4h5h6 :

∑6
i�=j=1 hi + hj = 2n

F
2

n
3̄5̄ h1h2h3h4h5h6 :

∑6
i�=j=1 hi + hj = 2n

h1h2h̄1h̄2h5h6 : h5 − h6 = 2n

235 60 P235 No condition

P2351 h1h2h2h2h2h2 : h1 = 5n

I235 h1h2h3h4h5h6 :
∑6

i=1 hi = 2n

I2351 h1h2h3h4h5h6 :
∑6

i=1 hi = 2n
h1h2h2h2h2h2 : h1 = 5n

F235 h1h2h3h4h5h6 :
∑6

i�=j=1 hi + hj = 2n

F2351 h1h2h3h4h5h6 :
∑6

i�=j=1 hi + hj = 2n

h1h2h2h2h2h2 : h1 = 5n

ΓD (5) =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 0 0 0 0 0

0 0 0 0 0 1

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

D

, ΓD (3) =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 1 0 0 0 0

0 0 0 0 0 1

0 0 0 1̄ 0 0

0 0 0 0 1̄ 0

0 0 1 0 0 0

1 0 0 0 0 0

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

D

, ΓD (2) =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 0 0 0 1 0

0 1̄ 0 0 0 0

0 0 1̄ 0 0 0

0 0 0 0 0 1

1 0 0 0 0 0

0 0 0 1 0 0

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

D

,

ΓD (1̄) =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1̄ 0 0 0 0 0

0 1̄ 0 0 0 0

0 0 1̄ 0 0 0

0 0 0 1̄ 0 0

0 0 0 0 1̄ 0

0 0 0 0 0 1̄

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

D

, ΓD (m) =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 0 0 0 0 0

0 0 0 0 0 1

0 0 0 0 1 0

0 0 0 1 0 0

0 0 1 0 0 0

0 1 0 0 0 0

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

D

. (3.198)

The block-diagonalisation of these matrices by the matrix
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W = a∗

⎛

⎜⎜
⎜⎜
⎜⎜
⎝

0 s cos 4π
5 s cos 6π

5 s cos 8π
5 s s cos 2π

5
0 s sin 4π

5 s sin 6π
5 s sin 8π

5 0 s sin 2π
5

1 c c c c c
0 −s cos 8π

5 −s cos 2π
5 −s cos 6π

5 −s −s cos 4π
5

0 −s sin 8π
5 −s sin 2π

5 −s sin 6π
5 0 −s sin 4π

5
1 −c −c −c −c −c

⎞

⎟⎟
⎟⎟
⎟⎟
⎠

(3.199)

with s = sin θ and c = cos θ gives the irreducible representations of the
symmetry operations in the orthogonal subspaces.

The reflection and inversion operations ΓV (m) and ΓV (1̄) are equivalent
in both subspaces V ‖ and V ⊥. ΓV (5), a 2π/5 rotation in V ‖ around the 5-fold
axis, however, corresponds to a 4π/5 rotation in V ⊥

Γ (5) =

⎛

⎜
⎜⎜
⎜
⎜⎜
⎝

cos 2π
5 − sin 2π

5 0 0 0 0
sin 2π

5 cos 2π
5 0 0 0 0

0 0 1 0 0 0
0 0 0 cos 4π

5 − sin 4π
5 0

0 0 0 sin 4π
5 cos 4π

5 0
0 0 0 0 0 1

⎞

⎟
⎟⎟
⎟
⎟⎟
⎠

V

=

(
Γ ‖ (5) 0

0 Γ⊥ (5)

)

V

.

(3.200)

The same holds for the 3-fold rotation operation. The Fourier module in phys-
ical reciprocal space M∗ of icosahedral quasicrystals with primitive Bravais
hyperlattice is invariant under the action of the scaling matrix S3

S =
1
2

⎛

⎜
⎜⎜
⎜⎜
⎜
⎝

1 1 1 1 1 1
1 1 1 1̄ 1̄ 1
1 1 1 1 1̄ 1̄
1 1̄ 1 1 1 1̄
1 1̄ 1̄ 1 1 1
1 1 1̄ 1̄ 1 1

⎞

⎟⎟
⎟
⎟⎟
⎟
⎠

D

, S3 = 8

⎛

⎜
⎜⎜
⎜⎜
⎜
⎝

2 1 1 1 1 1
1 2 1 1̄ 1̄ 1
1 1 2 1 1̄ 1̄
1 1̄ 1 2 1 1̄
1 1̄ 1̄ 1 2 1
1 1 1̄ 1̄ 1 2

⎞

⎟
⎟⎟
⎟⎟
⎟
⎠

D

(3.201)

and we obtain S3M∗ = τ3M∗. In the case of centered Bravais hyperlattices
the respective scaling operations correspond to the matrix S. By similarity
transformation with the matrix W the components of the scaling operation
in the two subspaces can be obtained

S =

⎛

⎜⎜
⎜⎜
⎜
⎜
⎝

τ 0 0 0 0 0
0 τ 0 0 0 0
0 0 τ 0 0 0

0 0 0 − 1
τ 0 0

0 0 0 0 − 1
τ 0

0 0 0 0 0 − 1
τ

⎞

⎟⎟
⎟⎟
⎟
⎟
⎠

V

=

(
S‖ 0

0 S⊥

)

V

. (3.202)
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Centered 6D Bravais lattices with icosahedral point group symme-
try A 6D hypercube has 64 corners, 192 edges, 240 2D faces, 160 3D faces
(cells), 60 4D faces (hypercells) and 12 5D faces. Centering the 6D hypercube
itself, leads to I centering with translation vector 1/2(111111).

The 5D faces can be seen in analogy to the 2D faces of a 3D cube, i.e.,
for each face there is only one dimension of the cube were it has no exten-
sion. In 3D, the centers of the six 2D faces are at 1/2(110), 1/2(112) and all
permutations. In 6D, the centers of the twelve 5D faces are at 1/2(111110),
1/2(111112) and all permutations. A hyperatom at such a position belongs to
one halve to the unit cell, in total contributing 6 hyperatoms.

Analogously, the centers of the 60 4D faces are given by 1/2(111100),
1/2(111120), 1/2(111122) and all permutations. A hyperatom at such a
position belongs to one quarter to the unit cell, in total contributing 15
hyperatoms. The 160 3D faces are centered at 1/2(111000), 1/2(111200),
1/2(111220), 1/2(111222), and all permutations. A hyperatom at such a posi-
tion belongs to one eight to the unit cell, in total contributing 20 hyperatoms.
The 240 2D faces are centered by 1/2(110000), 1/2(112000), 1/2(112200),
1/2(112220), 1/2(112222), and all permutations. A hyperatom at such a po-
sition belongs to one sixteenth to the 6D unit cell, in total contributing 15
hyperatoms.

The F centering of quasiperiodic structures with icosahedral symmetry,
can best be described by the set of translation vectors to all even nodes of
a sublattice with half the lattice constant of the 6D F -centered lattice. This
corresponds to centerings of all 2D and 4D faces and of the 6D hypercube itself.
I centering is, therefore, part of F centering. This is true for nD hypercubic
lattices with n an even number.

3.7.3 Example: Ammann Tiling (AT)

In the 6D description, the Ammann Tiling is obtained by an irrational cut of a
hypercubic lattice decorated with triacontahedral atomic surfaces (Fig. 3.62)
at the hyperlattice nodes. The AT is a canonical tiling, i.e., the shape of the
atomic surfaces corresponds to a perp-space projection of the 6D unit cell.
Thus, the edge length of the rhombs covering the atomic surface is equal to
the perp-space component of the basis vectors π⊥ (di) = 1/2a∗.

3.7.3.1 Structure Factor

The structure factor of the AT can be calculated according to the general
formula (3.12). The geometrical form factor gk for the AT corresponds to the
Fourier transform of one triacontahedral atomic surface at the origin of the 6D
unit cell. The volumes of the projected unit cell and of the atomic surface are
in the case of the canonical AT equal and amount to

A⊥
UC = 8a3

r

(
sin

2π

5
+ sin

π

5

)
. (3.203)
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Fig. 3.62. Atomic surface of the AT in the 6D description. It results from the
projection of one 6D unit cell upon V ⊥

Integrating the triacontahedron by decomposition into trigonal pyramids
(directed from the center of the triacontahedron to three of its corners with
the vectors ei, i = 1, . . . , 3) yields

g
(
H⊥) =

1
A⊥

UC

∑

R

gk

(
RT H⊥) (3.204)

with k = 1, . . . , 60 running over all symmetry operations R of the icosahedral
point group,

gk

(
H⊥) = −iVr

A2A3A4eiA1 + A1A3A5eiA2 + A1A2A6eiA3 + A4A5A6

A1A2A3A4A5A6
(3.205)

with Aj = 2πH⊥ej , j = 1, . . . , 3, A4 = A2 −A3, A5 = A3 −A1, A6 = A1 −A2,
and Vr = e1 ·(e2 × e3) the volume of the parallelepiped defined by the vectors
ej , j = 1, . . . , 3 [51].

The radial structure factor distribution of the centrosymmetric AT deco-
rated with point scatterers is shown in Fig. 3.63 as a function of the par- and
perp-space components of the diffraction vectors.

The number of weak reflections, i.e., those with large values of H⊥, in-
creases with the power of 6, that of strong reflections, i.e., those that are from
6D reciprocal lattice points close to V ‖, only with the power of three. Now we
define a lattice with doubled unit cell parameters, and call the lattice we used
for the AT the sublattice. If we decorate the origin and the center of the new
unit cell with the atomic surface of the AT, we get an I-centered structure, by
decoration of all even nodes of the sublattice we get F -centering. The radial
distribution functions of a 6D I-centered and a 6D F -centered AT are shown
in Fig. 3.64.

A more realistic distribution function is illustrated in Fig. 3.65. Here the
extinct reflections are not plotted. If we designate the contributions from the
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0 0.50 0.6

00

Fig. 3.63. Radial distribution function of the structure factors F (H) of the Am-
mann tiling, decorated with point atoms, as a function of H‖ and H⊥ (ar = 5.0 Å).
All reflections are shown within −6 ≤ hi ≤ 6, i = 1, . . . , 6, units of the axes are Å−1

0

a b

0

 0.50  0.5 0

Fig. 3.64. Radial distribution function of the structure factors F (H) of an I-
centered (a) and an F -centered (b) Ammann tiling, decorated with point atoms, as
a function of H⊥ (ar = 5.0 Å). In both cases, the branch of extinct reflections are
shown as horizontal line. All reflections are shown within −6 ≤ hi ≤ 6, i = 1, . . . , 6,
units of the axes are Å−1

three hyperatoms, Pn and Pn′ at the odd and even sublattice nodes and Pbc
in the body center (see Sect. 9.4), as A, B, and C, then the four branches
can be explained in the following way: A+B+C gives the topmost branch,
A+B−C the second, A−B+C the third and A−B−C the negative branch.
The sign of B and C depends on the parity of reflections. Note that all strong
reflections have positive signs, which allows a straightforward determination
of a first rough structure model, without partitioning of the atomic surfaces.

The Bragg intensity distribution of P and F centered 6D Bravais lattices
with equal 6D lattice parameters is shown in Fig. 3.66. The primitive structure
is obtained from the F centered by occupying all atomic surfaces on the even
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0

0 1

0

a b

0 1

Fig. 3.65. Radial distribution function of the structure factors F (H) of the QG
model [35] for i-Al-Cu-Fe (see Sect. 9.4) as function of H⊥. The structure factors
have been calculated for neutron scattering in (a) and for X-ray diffraction in (b).
All reflections are shown within 10−4I(0) < I(H) < I(0),−6 ≤ hi ≤ 6, i = 1, . . . , 6,
units of axes are Å−1

sublattice nodes except the origin with Cu, while the atomic surface at the
origin is occupied by Al. In the F centered case all atomic surfaces are occupied
by Al. In this way, the underlying structures only differ in their chemical site
occupancies.

3.7.3.2 Periodic Average Structure

An all-face centered periodic cubic average structure of the AT can be
obtained by oblique projection of the 6D hypercrystal structure along
[1̄11010]D , [011̄101̄]D and [1̄0011̄1]D onto V ‖ (Fig. 3.67) with the projector

π‖ =

⎛

⎝
1 0 0 0 0 − (2τ − 3)
0 1 0 0 2τ − 3 0
0 0 1 2τ − 3 0 0

⎞

⎠

V

=
1

2a∗×

⎛

⎝
− (2τ − 3) − (τ − 1) − (τ − 1) 2 − τ 1 2 − τ

0 tan π
5 − tan π

5 − tan π
5 0 tan π

5
1 2 − τ 2 − τ τ − 1 2τ − 3 τ − 1

⎞

⎠

D

. (3.206)

The lattice parameter results to

|aav| =

∣
∣
∣∣
∣∣
∣∣
∣∣
∣∣

π‖

⎛

⎜
⎜⎜
⎜⎜
⎜
⎝

0
0
0
1̄
0
1

⎞

⎟
⎟⎟
⎟⎟
⎟
⎠

D

∣
∣
∣∣
∣∣
∣∣
∣∣
∣∣

=

∣∣
∣
∣
∣∣

1
a∗

⎛

⎝
0

tan π
5

0

⎞

⎠

V

∣
∣∣
∣∣
∣
=

tan π
5

a∗ = 2ar tan
π

5
. (3.207)
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Fig. 3.66. Diffraction patterns of a P (left side) and an F centered (right side)
Ammann tiling decorated with Al and Cu atoms (P ), or only Al atoms (F ). From
top to bottom, sections with 5-, 3- and 2-fold symmetry are shown. All reflections
are plotted within 10−4I(0), < I(H) < I(0),−6 ≤ hi ≤ 6, i = 1, . . . , 6, units of axes
are Å−1

The projected atomic surfaces are still of regular triacontahedral shape and
by a factor cos φ = 0.230, φ = arctan

(
τ3
)

smaller than the original ones
(Fig. 3.68). The topology of the AT allows only an occupancy factor of
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d'2

d'1

v2

v5

Fig. 3.67. Characteristic 2-fold section of the Ammann tiling in the 6D description.
The vectors d′

1 and d′
2 correspond to the vectors (0001̄01)D and (011̄000)D. The

oblique projection is indicated by gray strips

Fig. 3.68. Perspective view of one 3D unit cell of the periodic average structure of
the Ammann tiling. The F -centered unit cell is decorated by undistorted but shrunk
triacontahedra resulting from the oblique projection
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2τ +1/5 = 0.847. This means that every vertex of the AT lies inside a different
projected atomic surface. 15.3% of all projected atomic surfaces contain no
vertex at all. This is comparable to the average structure of an IMS with both
displacive and substitutional modulation.

The volume fraction occupied by the projected atomic surfaces in the
average structure amounts to

4τ cos φ sin 2π
5(

tan π
5

)3 = 0.195 . (3.208)

The reciprocal lattice Λ∗ corresponding to the average structure is spanned
by the vectors

a∗av
1 = a∗ tan

3π

10

⎛

⎝
cos θ

2
0

sin θ
2

⎞

⎠

V

, a∗av
2 = a∗ tan

3π

10

⎛

⎝
0
1
0

⎞

⎠

V

,

a∗av
3 = a∗ tan

3π

10

⎛

⎝
sin θ

2
0

cos θ
2

⎞

⎠

V

. (3.209)

They are enlarged by a factor τ2 compared with the reciprocal basis vectors
of the setting 2 discussed above. Thus, all reflections of the type

H =
1
2

((−h1 + h3) (−h1 + h2) (−h1 − h2) (−h2 + h3) (h1 + h3) (h2 + h3))D

are main reflections.

3.7.3.3 Approximant Structures

The symmetry and metrics of rational approximants of 3D icosahedral phases
with pentagonal, cubic and trigonal symmetry have been discussed in de-
tail by [10] and for orthorhombic approximants by [32]. In the following we
will demonstrate the derivation of shear matrix and lattice parameters on
the example of cubic rational approximants consistent with our settings and
nomenclature.

Preserving a particular subset of 3-fold axis of the icosahedral point group
results in cubic approximants. The action of the shear matrix is to deform the
6D lattice Σ defined by the basis matrix

(d1d2d3d4d5d6) =
1

a∗2
√

2 + τ

⎛

⎜
⎜⎜
⎜⎜
⎜
⎝

0 −1 −τ 0 τ 1
1 τ 0 −1 0 τ
τ 0 1 τ 1 0
0 0 −1 τ −τ 1
1 1 −τ 0 0 −τ
τ −τ 0 −1 −1 0

⎞

⎟
⎟⎟
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⎟
⎠

C

(3.210)
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in a way to bring three selected lattice vectors into the par-space. If we define
these lattice vectors along the cubic axes of setting 2 according to

r1 = {p (d6 − d2) + q (d5 − d3)} =
1

a∗2
√

2 + τ

⎛

⎜
⎜
⎜⎜
⎜⎜
⎝

2 (p + τq)
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0

p − (τ − 1) q
−τ2p + τq
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⎞

⎟
⎟
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⎟
⎟
⎠

C

r2 = {r (d1 − d4) + s (d2 + d6)} =
1

a∗2
√

2 + τ

⎛

⎜
⎜
⎜⎜
⎜
⎜
⎝

0
2 (r + τs)

0
−τr + s

r − (τ − 1) s
τ2r − τs

⎞

⎟
⎟
⎟⎟
⎟
⎟
⎠

C

r3 = {t (d3 + d5) + u (d1 + d4)} =
1

a∗2
√

2 + τ

⎛

⎜
⎜
⎜
⎜
⎜⎜
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0
0

2 (t + τu)
−τ2t + τu
−τt + u

−t + (τ − 1) u

⎞

⎟
⎟
⎟
⎟
⎟⎟
⎠

C

(3.211)

with p, q, r, s, t, u ∈ Z the m3̄ point group symmetry is retained. From the
condition that the perp-space components of the approximant basis vectors
have to vanish we obtain

A 1
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In the case of cubic symmetry we have the equalities p = r = t and q = s = u.
Therewith, the submatrix (Ã−1)T is

(Ã−1)T =
q − τp

2 (p + τq)
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1
τ 1 τ
τ 1

τ 1
1 τ 1

τ

⎞

⎠
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. (3.215)

The basis vectors spanning the unit cell of the cubic 〈q, p〉-approximant are
given by

aAp
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For the most common approximants the coefficients p, q, r, s, t, u correspond
to Fibonacci numbers Fn. Setting p = r = t = Fn, q = s = u = Fn+1 we
obtain the 〈Fn+1, Fn〉-approximants with lattice parameters

∣
∣∣aAp

1

∣
∣∣ =

τn+1

a∗√2 + τ
=
∣
∣∣aAp

2

∣
∣∣ =
∣
∣∣aAp

3

∣
∣∣ (3.217)

by using the equality τFn+1 + Fn = τn+1.
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All Bragg peaks are shifted according to (3.8). Projecting the 6D reciprocal
space onto par-space results in a periodic reciprocal lattice. All reflections
H = h1h2h3h4h5h6 are transformed to

HAp = [p(h6 − h2) + q(h5 − h3)] [r(h1 − h4) + s(h2 + h6)]
[t(h3 + h5) + u(h1 + h4)] .
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4

Experimental Techniques

Structure analysis aims at deriving structure models on atomic level, which
explain the experimental observations quantitatively. The full description of
the real structure; this is what can be obtained at best based on experimental
observations. It includes a model of the underlying ideal structure and of the
deviations from it. Such a model can serve as the basis for further modeling
and for the derivation of physical properties.

In case of the analysis of crystal structures with 3D periodicity, the deter-
mination of the average structure, and, based thereupon, of the ideal structure,
comprises just the determination of the structure of a single unit cell. Even
though it may be difficult to determine the atomic distribution for structures
with giant unit cells containing thousands of atoms, there is at least certainty
about the long-range order, there is no need to prove that the structure is
periodic. This is different for quasicrystals, where both the local as well as,
particularly, the global structure have to be determined.

In the 3D tiling description, the local structure mainly refers to the atomic
arrangement inside a unit tile or cluster, i.e. the recurrent structural build-
ing units. Global structure means the ordering of the unit tiles or clusters
themselves on a higher hierarchy level. The global ordering of 3D periodic
structures can be described by one of the 14 Bravais lattice types. In case of
QC, however, there are infinitely many different 3D quasilattices, i.e. tilings
underlying a quasiperiodic structure, not to speak about other types of ape-
riodic structures (see for instance [2]).

In case of the nD description of QC structures, the situation seems to be
much simpler because there are only a few relevant nD Bravais lattice types.
However, while there is no reason to doubt the on-average 3D periodicity of
regular crystal structures, the nD periodicity of real QC had to be proved be-
fore employing the nD approach, it had to be checked whether it is applicable
anyway. The usage of the nD approach actually implies that the QC structure
is strictly quasiperiodic, at least on average.
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Another challenge for structure determination is disorder. In 3D periodic
structures, disorder means the deviation from the ideal order of atoms within
one or more unit cells. Already thermal vibrations of atoms, impurities, or
thermal vacancies, for instance, destroy ideal order. However, since there is
only one kind of unit cell building the structure, there cannot exist disorder
in the arrangement of unit cells.

Polytypic structures with stacking disorder or twinned structures may be
seen as special cases where this description, i.e. disorder of unit cells of a kind
of basic structure, could be applied somehow. In case of QC, where at least
two different quasi unit cells (unit tiles) make up the structure, disorder in
the quasilattice can occur and is entropically favored. In the limit, a struc-
ture strongly disordered in this way, can be described by a random tiling.
Consequently, in the case of QC structure analysis, the analysis of disorder is
crucial.

How to get the full picture, i.e. the structure of a real QC? A satisfac-
tory QC structure solution is based on experimental data from complimen-
tary methods such as electron microscopy, spectroscopy, surface imaging, and
diffraction; it will include quantum-mechanical calculations as well.

Some methods and the information that they can provide

Electron microscopy Local structure averaged over the sample thickness
(≈100 Å); lateral ordering of clusters on the scale of up to several hun-
dred nanometers; best possible lateral resolution with spherical aberration
corrected microscopes ≈0.8 Å at 300 kV, allowing the determination of
atomic distances with an accuracy of ≈0.05 Å [28].

Diffraction Local and global structure averaged into one nD unit cell, if
only Bragg reflections are included in the analysis; correlation length;
thermal parameters (atomic displacement parameters, ADP); if diffuse
scattering is used as well, then information about the kind of disorder can
be obtained; best possible 3D resolution ≈0.0001 Å.

Spectroscopy Globally averaged local structural information; best possible
3D resolution ≈0.0001 Å, depending on the technique.

Surface imaging Local surface structure over ranges of up to several hun-
dred nanometers; best possible lateral resolution ≈0.05 Å, depending on
the method.

Quantum-mechanical calculations Information on the stability of peri-
odic structure models and on chemical bonding; calculations can only be
performed in 3D and for approximants; the origin of the higher stability
of QC compared with high-order approximants cannot be satisfactorily
studied in this way.

What kind of information can we get about the structure of quasicrystals
applying the full power of state-of-the-art methods? Before entering this
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discussion, we should be aware of what we would like to know about a QC
structure, why do we want to know it, and what do we want to do with this
information.

Any real crystal , be it periodic or aperiodic, is finite and has equilibrium
defects such as thermal vacancies, and may as well have nonequilibrium de-
fects like dislocations or chemical heterogeneities. A real crystal with only
equilibrium defects is called perfect crystal otherwise imperfect crystal . The
structure of a perfect crystal differs from that of an ideal crystal as well by
the existence of dynamical excitations such as phonons and phasons. Addi-
tionally, equilibrated chemical and structural disorder of other origin may be
present. Consequently, in order to be able to fully describe the real structure
of a crystal, one needs a model for the ideal structure as well as a model
describing the deviations from it (dynamics, disorder, and defects).

This would be the ideal situation. Unfortunately, a real crystal is rarely
in thermodynamic equilibrium. Usually crystallized from the melt, the actual
quasicrystal at ambient conditions is always in a kind of quenched metastable
state. Thermodynamic equilibrium at ambient temperature cannot be reached
due to sluggish kinetics (low diffusion rates) at temperatures less than ≈2/3
of the melting temperature, Tm. For most QC Tm is between 1000 and 1500 K.

It is typical for X-ray diffraction patterns of QC that they show sharp
Bragg reflections even if strong (phason) diffuse scattering is present. This
indicates long correlation lengths (micrometers) of the space and time aver-
aged structure. Thus, QC show on average long-range order accompanied by
short-range disorder. This is preferentially random phason disorder and, in
particular for (pseudo-)ternary QC, in addition chemical disorder.

There are many other factors making QC structure analysis extremely
challenging. The most serious problem beside sample quality is that only
very limited data sets are experimentally accessible, be it diffraction data
or microscopic data. This makes it impossible to determine the “absolute
order” of a macroscopic QC. A good fit to experimental data of a model is
no proof that the global minimum was found and that the proposed model
is the best possible one. Thus it is very difficult to find out whether a QC is
quasiperiodic in the strict meaning of the word, only on average, or not at all;
or to prove that a QC is energy or entropy stabilized, whether its structure
can be described by an ordered tiling or rather by a random tiling.

It is also difficult to prove that QC modeling can be accurately done by
the nD approach. Probably, final modeling has to be performed in 3D space
to properly account for atomic relaxation and disorder. Therefore, it is es-
sential to know the maximum error one can make by using the one or the
other method. There is a couple of publications on the potential and limits of
QC structure analysis (cf. [3, 9, 20]). In the following, the tools, techniques,
and methods most frequently employed in QC structure analysis are given
briefly.
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4.1 Electron Microscopy

General overviews of the application of electron microscopic methods to QC
are given by [3, 10, 20]. The recent developments such as spherical aberration
(Cs) corrected electron microscopy are reviewed by [28]. There are several
ways to use an electron microscope either in the imaging mode or in the
diffraction mode:

Scanning electron microscopy (SEM) has been used for imaging QC on the
micro- and nano-scale, for investigating the shape of micro- and nanocrys-
tals as well as of voids (“negative crystals”); the chemical composition has
been studied by energy- or wave-length-dispersive X-ray spectroscopy (EDX
or WDX).

Transmission electron microscopy (TEM) is based on mass (absorption)
contrast and has been employed for the study of the micro- and defect-
structure of QC, for instance, after plastic deformation. It does not have
atomic resolution.

High-resolution transmission electron microscopy (HRTEM) or phase con-
trast method . The electrons, scattered up to higher Bragg angles, are recom-
bined for imaging (Fig. 4.1). The contrasts visible on electron micrographs are
related to the projected structure (potential). They strongly depend on sample
thickness (≈100 Å) and defocus value of the objective lens. The interpreta-
tion of HRTEM images is not straightforward and contrast simulations should
confirm the models derived. For instance, it was demonstrated by computer
simulations that a pentagonal cluster model can produce HRTEM images with
local pentagonal as well as decagonal symmetry, depending on the accelerating
voltage, 200 and 300 kV, respectively [26].

The lateral resolution of standard HRTEM experiments is 1–2 Å, depend-
ing on the acceleration voltage for the electrons. However, it is not always pos-
sible to work at highest resolution, i.e. highest voltages, because even metallic
samples may undergo structural changes under irradiation, in particular for
voltages U > 400 kV (sometimes already for U > 250 kV [18]). Electron micro-
scopes that are Cs-corrected decrease the probability of sample damage, since
they have already sub-̊angström resolution at lower voltages. An automated
approach for the analysis of HRTEM images of QC was developed [12, 21] to
match tilings to the observed contrasts in an unbiased way.

High-angle annular detector dark-field scanning transmission electron mi-
croscopy (HAADF-STEM) or Z-contrast method. The image is formed by
electrons scattered incoherently at high angles (≈100 mrad) in an STEM (Fig.
4.1). Dynamical effects and the influence of specimen thickness are less signif-
icant compared with SAED and HRTEM. By a finely focused electron beam
(≈2 Å diameter) as probe, the specimen is scanned illuminating atomic column
by atomic column. The annular detector generates an intensity map of inco-
herently scattered electrons with atomic number (Z) contrast. Therefore, this
method is also called Z-contrast method (see [16, 20] and references therein).
Thus, in case of transition-metal aluminides it allows an easy differentiation
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between contrasts originating from transition metal atoms or from aluminum
atoms. Usually the contrast is reversed compared with HRTEM micrographs.
Image deformation is possible due to sample drift, obscuring the symmetry
(distortion of decagonal clusters, for instance). A comparison of both methods
is illustrated in Fig. 4.1.

Recently, the resolution that can be reached by HRTEM and HAADF-
STEM has been greatly improved by a novel electron optics corrected for
spherical aberration. This not only makes sub-̊angström resolution possible it
also improves the contrast. Atomic distances can be determined with an accu-
racy of the order of 0.05 Å and even atomic site occupancies can be derived due
to the negligible point spread function [28]. The power of aberration-corrected
HAADF-STEM with subsequent enhancing of the contrasts by the maximum-
entropy method has been recently demonstrated in a study of decagonal
Al–Co–Cu [25] (Fig. 4.2). However, simulations of HRTEM images, calcu-
lated for microscopes even without any spherical aberration, show the limits
in distinguishing between structure models with different shapes of the atomic
surfaces [17].

4.2 Diffraction Methods

While X-ray diffraction is the standard method for structure analysis, elec-
tron diffraction is mainly performed in combination with electron microscopic
imaging. Neutron scattering is mainly used for investigating the dynamical
properties and has the disadvantage that rather large samples are needed, cu-
bic millimeters on a high-flux source compared with cubic microns in case
of synchrotron radiation. Electron diffraction works with very small and
thin samples, however, multiple diffraction makes a quantitative evaluation
difficult.

Selected area electron diffraction (SAED). Due to multiple scattering and
other interaction potentials, SAED patterns significantly differ from X-ray
diffraction (XRD) images. The reflection intensities are not proportional to
the squares of the structure amplitudes as it is the case if the kinematical
theory applies. For the calculation of SAED patterns, dynamical theory is
needed, the powerful tools of X-ray structure analysis (direct methods, e.g.)
do not work. However, the rapid progress in electron crystallography is going
to change this situation (see, e.g., [6]). Multiple scattering generally leads to
a relative enhancement of weak reflections and of diffuse scattering.

Compared to X-ray diffraction, the SAED exposure time is usually much
shorter, the intrinsic background much higher and the dynamical range much
smaller (just 2–3 orders of magnitude) (Fig. 4.1a). X-ray intensities may be
quantitatively collected within a dynamical range of ten orders of magnitude.
Diffraction symmetry (Laue class) as well as systematic extinctions are imaged
in the same way as in the case of X-ray and neutron diffraction. Due to
the small penetration depth of the electron beam in the sample (<1,000 Å)
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Fig. 4.1. Top: Imaging principles of HRTEM and HAADF. (a) SAED and (b)
CBED images taken along the 10-fold axis of decagonal Al72Co8Ni20. (c) HRTEM
micrograph of an atomic cluster from a very thin region (<50 Å) of the sample;
(e) HAADF image from a region with thickness of ≈100 Å; (d) structure model of
the cluster imaged in (c) and (e). Note that contrasts for atomic columns are just
opposite in the two cases (with permission from [1])



4.2 Diffraction Methods 199

Fig. 4.2. Ultrahigh-resolution Z-contrast STEM image of decagonal Al64Cu22Co14,
taken along the periodic axis with an accelerating voltage of 200 kV and deconvoluted
by maximum-entropy method. In (b) and (c) enlarged parts are shown of the image
in (a). A ≈20 Å cluster, derived for the W–Al–Co–Ni approximant is superimposed
(with permission from [25])

and its usually small diameter (500–5,000 Å) [26], scattering information of
submicroscopic parts of a sample can be obtained only (the volume of a sample
for XRD is larger by about nine orders of magnitude).

Convergent beam electron diffraction (CBED). By this method a very small
area of the thinned (≈100 Å thickness) sample with 10–100 Å diameter is
probed by the convergent electron beam (Fig. 4.1b). This method allows, for
instance, deriving the full point group symmetry of the sample [24] instead of
just the Laue class as in the case of X-ray diffraction. One can even quantita-
tively refine the parameters of a trial structure model by fitting the line profiles
of the high-order Laue-zone (HOLZ) reflections (see, for instance [8, 27]).
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Low energy electron diffraction (LEED). This method is used for the anal-
ysis of surface structures. Due to the low energy of electrons (a few eV), only
the uppermost 5–10 atomic layers contribute to the diffraction pattern. Due to
strong multiple scattering effects, the diffraction pattern has to be calculated
fully dynamically. Usually, the profiles of reciprocal lattice rods are calculated
at different electron energies. The resolution is of the order of 0.01 Å.

X-ray diffraction (XRD) and Neutron diffraction (ND). In both cases, the
kinematical theory can be applied to describe the correspondence between
structure and diffraction pattern of a sample. A very powerful toolbox of
structure determination techniques has been developed during the past 80
years, which allows solving even virus structures in a more or less straight-
forward way. Some of these tools such as Patterson analysis, least-squares
structure refinement, method of entropy maximization (MEM) etc. have been
modified for higher-dimensional structure analysis (Fig. 4.3).

Fig. 4.3. X-ray diffraction pattern of d-Al71Co13Ni16 reconstructed from 720 image
plate frames taken at SNBL/ESRF, Grenoble [7]. The second Bragg layer is shown.
Sharp Bragg reflections are accompanied by significant diffuse scattering
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XRD on polycrystalline materials is often used to characterize quasicrys-
talline samples and to check their quality. It has to be kept in mind, however,
that a powder XRD pattern is just a projection of the full 3D reciprocal space
information upon 1D. Superposition of Bragg peaks and leveling out of struc-
tured diffuse scattering is the consequence. High-resolution powder XRD can
be useful as a fingerprint of a known QC or for the accurate determination of
lattice parameters. It must not be used as the sole proof for quasiperiodicity
or perfection of a QC, however.

Single-crystal XRD or elastic ND are the diffraction methods of choice for
structure analysis. The Bragg reflections carry information about the globally
averaged structure, the diffuse intensities about the pair correlation functions
of local structural deviations from this average structure. A 3D resolution
better than 0.001 Å can easily be obtained. XRD and ND are for many ele-
ments complementary in scattering power. This can be used to distinguish,
for instance, the ordering of Co and Ni, what is almost impossible for XRD
since their scattering factors differ by just one electron. The different scatter-
ing power of different isotopes of an element can be used to calculate partial
structure factors. The potentialities and limits of XRD on QC have been dis-
cussed by [9] with the focus on Bragg scattering and by [7] focusing on diffuse
scattering. Those of ND have been outlined by [5], for instance.

Some beam-lines at third generation synchrotron sources already offer
(partly) coherent X-ray radiation (for a review see, e.g., [14]). It can be par-
ticularly useful for the interpretation of diffuse scattering (speckle patterns).
For instance, the study of the phason dynamics may profit from this tech-
nique [13].

Inelastic and quasielastic neutron scattering. The study of the dynamical
properties of QC, i.e. the phonon and phason dynamics, can be performed in
the usual way by inelastic and quasielastic NS, respectively (see, e.g. [4, 5],
and references therein).

4.3 Spectroscopy

Spectroscopical techniques are not suited for identifying the long-range order
of QC structures but they can be very powerful in distinguishing structure
models which differ in their local structure. Since quasicrystals consist of the
same structure motifs as their crystalline approximants, the differences be-
tween both structure types, if any, may be directly or indirectly (electronic
band structure) caused by their different long-range order.

Most frequently used in the course of structural studies on QC are the
Extended X-ray absorption fine structure spectroscopy (EXAFS), Mössbauer
effect (ME) spectroscopy, and Nuclear magnetic resonance (NMR). All three
of them can give very accurate information on the local configuration and
chemical composition of structural units (clusters). However, this information
is globally averaged over the whole sample. Examples for the application of
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these techniques are the study of the local order in icosahedral AlCu(Ru,Fe)
at ambient conditions [15] and at high pressure [19] by EXAFS, in icosahedral
Ag50In36Gd14 by ME spectroscopy [22], in decagonal Al–Co–Ni by NMR [11],
and the study of the vacancy concentration in Cd17Ca3 and its 1/1 approxi-
mant Cd6Ca by positron annihilation [23].
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spectroscopy of the icosahedral quasicrystal Ag50In36Gd14. J. Phys. Cond. Matt.
19, art. no. 326208 (2007)

23. Y. Takagiwa, T. Akiyama, I. Kanazawa, K. Sato, H. Murakami, Y. Kobayashi,
R. Tamura, S. Takeuchi, The study of the binary quasicrystal Cd17Ca3 and its
1/1 approximant Cd6Ca by positron annihilation spectroscopy. Philos. Mag. 86,
513–517 (2006)

24. M. Tanaka, Convergent-Beam Electron Diffraction. Acta Crystallogr. A 50, 261–
286 (1994)

25. S. Taniguchi, E. Abe, Highly-perfect decagonal quasicrystalline Al64Cu22Co14

with non-centrosymmetry. Philos. Mag. 88, 1949–1958 (2008)
26. K. Tsuda, Y. Nishida, M. Tanaka, A.P. Tsai, A. Inoue, T. Masumoto,

Convergent-beam electron diffraction and electron microscopy study of decago-
nal quasicrystals of Al-Ni-Rh and Al-Ni-Ir. Philos. Mag. Lett. 73, 271–278
(1996)

27. K. Tsuda, M. Tanaka, Refinement of Crystal-Structure Parameters Using
Convergent- Beam Electron-Diffraction - the Low-Temperature Phase of
SrTiO3. Acta Crystallogr. A 51, 7–19 (1995)

28. K.W. Urban, The new paradigm of transmission electron microscopy. MRS Bull.
32, 946–952 (2007)



5

Structure Analysis

Quantitative structure analysis still means structure analysis based on
methods such as X-ray, neutron and, to some extent, electron diffraction.
A structure analysis consists of three main parts, data collection, structure
solution, and structure refinement. Even if crystal growth may be cumber-
some, it pays off preparing crystals of highest quality and collecting as many
diffraction data as possible. The better the data the higher the chance to
obtain a reliable structure model.

Once a complete data set has been measured, the structure has to be
solved, i.e. phases, φ(H) have to be derived for the structure amplitudes
|F (H)| =

√
I(H), with I(H) the reduced intensity. Reduced intensity means,

the experimental intensity corrected for absorption, polarization, peak scan-
ning geometry (Lorentz factor) etc. Fourier transforming the structure factors,
F (H) = |F (H)| exp [2πiφ(H)], derived by the phasing methods discussed be-
low, yields the electron density distribution function ρ(r). Knowing the chem-
ical composition, atoms can be assigned to the peaks in the electron density
maps leading to a structure model.

The analysis of structures being periodic in 3D or in nD (n > 3) has some
common features and some fundamentally different ones. The experimental
techniques and methods which can be used, are essentially the same as well
as the final goal, a detailed 3D structure model. The crucial difference is in
the model to be refined: an easily enumerable and localizable amount of well
defined atoms in the 3D case compared with arbitrarily complex occupation
domains, each representing an infinite number of atoms, in the nD case.

Structure analysis of 3D periodic structures means just the determination
of the structure of a single 3D unit cell, i.e. only the short-range order since
the periodic long-range order is taken for granted. On the contrary, the deter-
mination of the content of a nD unit cell, particularly the complex shape of
the occupation domains, includes the determination of long-range order up to
infinity. Analyzing a quasicrystal structure fully in 3D space means determin-
ing with atomic resolution a macroscopic structure with >1012 atoms, finding
the correct quasilattice out of infinitely many possible ones and decorating it
properly.
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The prerequisite of nD QC structure analysis is the existence of a Fourier
module, i.e. a diffraction pattern with Bragg reflections. Indeed, there are
good reasons, such as distribution, sharpness, and shape of experimentally
observed reflections, to assume that they are Bragg reflections. Otherwise, the
nD approach would not be applicable. This would be the case for structure
models based on random tilings. Due to severe geometrical and electronic
constraints, diffraction patterns of 3D random tilings would contain Bragg-
like peaks but perhaps no real Bragg peaks, depending on the kind of random
tiling. For a more detailed discussion of this case see [16].

The different temperature dependence of diffraction data taken on QC
with strictly quasiperiodic structures and those based on random tilings is
a better measure for distinguishing these two cases than trying to differenti-
ate between Bragg and Bragg-like reflections. With increasing temperature,
strictly quasiperiodic structures would become more and more disordered due
to an increasing amount of random phason fluctuations. The same is true for
random-tiling based structures. While at low temperature the latter struc-
tures would be locally unstable against the formation of small approximant
domains, these fluctuations would disappear at high temperature. Intensities
of Bragg reflections and diffuse scattering would differently change with tem-
perature in these two cases.

If structure analysis (in any dimension) is solely based on Bragg diffraction
data, only structure models averaged over the whole crystal can be obtained.
If, additionally, diffuse diffraction intensities are included, an idealized struc-
ture model can be derived together with a model for the kind of structural
disorder present.

For instance, very large structures of biological macromolecules can be
solved because some a priori information can be used such as the limited num-
ber of amino acids as building units and their sequences in polypeptide chains.
In case of QC, useful a priori information can be the existence of clusters, the
structure of which is known from approximants, and their distribution that
can be unraveled by electron-microscopic methods. The existence of recurring
atomic clusters constrains the complexity of atomic surfaces. The big ques-
tion is whether strictly quasiperiodic models are appropriate for describing
the structures of real quasicrystals, even if made more realistic by applying
disorder models.

In the following a few methods for quasicrystal structure analysis are re-
viewed. The method of choice for phasing structure amplitudes is the nD
low-density-elimination (LDE) method. One of the reasons why LDE or re-
lated methods work so well is because the hyperatoms are located on special
positions in the nD unit cell, leading to simple phase assignments for stronger
reflections, particularly in case of icosahedral phases (see Figs. 3.63 and 3.65,
for instance). The rather straightforward solution of the structure, i.e. the de-
termination of the locations and approximate shapes of the hyperatoms, has
to be followed by a rather tedious derivation of the partitioning of the atomic
surfaces, however.
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The calculation of the 3D or nD Patterson function, which yields vector
maps of a structure in a straightforward way, can be useful if one wants to
study the changes in inter- or intra-cluster order as a function of temperature,
for instance. Particularly useful can be the difference Patterson function in
case of superstructure ordering, because it allows to check structure models
in the least biased way.

The refinement of a structure model against the observed diffraction data
is the necessary last step for obtaining quantitative structural information as
well as a measure for its reliability. A side effect is that it assigns improved
phases to all reflections. This is a prerequisite for the calculation of the electron
density distribution function, a valuable tool for analyzing chemical bonding.
The nD entropy-maximization method (MEM) is the best technique to com-
pute the electron density distribution function free of series truncation ripples
known from Fourier maps due to limited data sets.

5.1 Data Collection Strategy

The number of unique reflections to be included in a structure analysis of a
periodic crystal depends on its lattice parameters. It may range from a few
hundred in case of simple cubic structures to a few hundred thousand in case
of a virus crystal. There is no ambiguity in the selection of Bragg reflections to
be collected, observed and unobserved ones. The data set has to be complete,
i.e. has to contain all reflections within a given limiting sphere in reciprocal
space, otherwise the results may be biased. One has to keep in mind that also
unobserved reflections contain important information. Only those structure
models that reproduce both observed intensities and those that are too weak
to be observed can be reliable.

How many reflections have to be collected for a reliable structure model?
If not only the structure but also the electron density distribution function is
to be studied, one needs a resolution of at least ≈0.4 Å, otherwise ≈0.7 Å can
be sufficient (this corresponds to maximum diffraction angles of θ = 60◦ and
θ = 30◦, respectively, for MoKα radiation with λ = 0.70926 Å).

In the case of quasicrystals, it is not possible to collect the infinite number
of densely distributed observed and unobserved Bragg reflections within a
given θ range. The number of observable reflections within this limiting sphere
only depends on the spatial and intensity resolution (see Fig. 5.8). How many
reflections are needed for a reliable quasicrystal structure model meeting the
same high standards as those of periodic crystals? In par-space we should have
the same resolution as for periodic crystals. In perp-space, the resolution has
to be the highest possible, since the detailed size, shape, and partition of the
atomic surfaces is crucial for a model structure reflecting properly both short-
and long-range-order of a quasicrystal.

The best strategy is collecting all data within a sphere in reciprocal par-
space as usual (radius at least r‖ = 1.5 Å−1). The radius r⊥ of the perp-space
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sphere depends on the still observable reflections with largest perp-space com-
ponent, |H⊥|, of its diffraction vector. This depends, of course, on the exper-
imental conditions. All observed and unobserved reflections inside this 6D
hyperellipsoid with radius r = (r‖, r⊥) should be collected.

State of the art of data collection is employing synchrotron radiation and
an area detector with large dynamic range and low intrinsic background. The
crucial factor is the maximum peak/background ratio that can be achieved.
In the best cases so far, reflections have been measured within an intensity
range of 109 [44]. An example is shown in Fig. 5.1, where reconstructed re-
ciprocal space sections are depicted based on diffraction patterns taken with
synchrotron radiation (SLS/PSI, Villigen) and the pixel detector PILATUS
6M. This detector is free of read-out noise, has a dynamic range of 106, and
allows suppressing fluorescence radiation by energy discrimination. The im-
ages demonstrate that an increase of exposure time by almost three orders of
magnitude does not show more Bragg reflections. One observes strong TDS
and PDS around some Bragg reflections as well as diffuse scattering.

5.2 Multiple Diffraction (Umweganregung)

Experimental data of high quality are the sine qua non of reliable structure
models. The corrections for crystal shape, absorption, and other experimental
parameters are standard for quasicrystals. However, Umweganregung (multi-
ple diffraction) can be a problem severely biasing a part of diffraction data.
This is a general well-known problem for electron diffraction but not for stan-
dard X-ray diffraction structure analysis.

Due to its dense set of Bragg reflections, Umweganregung is omnipresent
during a diffraction experiment on QC, at least theoretically. Indeed, the poor
fit of weak reflections in some QC structure analyses is frequently attributed
to the enhancement of weak reflections by Umweganregung.

Multiple diffraction means that at least two Bragg reflections I(H) and
I(G) are simultaneously excited by the primary beam with wave vector k0

(Fig. 5.2). Then, the coupling reflection I(H − G) is excited as well, with the
reflected beam kG acting as the (usually much weaker) primary beam. The
reflected beams kH and kH−G point into the same direction and the resulting
interference wave with intensity I = |F (H) + F (H−G)|2 is detected instead
of I(H).

Fortunately, multiple diffraction only plays a role if I(G) and/or
I(H − G) � I(H). Strong reflections must have rather small values for the
perp-space component of the diffraction vectors. If G⊥ and H⊥ − G⊥ are
both small, then H⊥ is small as well and I(H⊥) strong, consequently. On the
other hand, if I(H⊥) is weak and the coupling reflection I(H − G) � I(H)
strong, then I(G) must be weak as well. Therefore, the majority of very weak
unobservable reflections, i.e. those with large values of H⊥, could not be
enhanced sufficiently by multiple diffraction to become observable.
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Fig. 5.1. Reconstructed twofold reciprocal space sections of i-Al64Cu23Fe13 (hor-
izontally 0–0.33 Å−1, vertically 0.4–0.6 Å−1 from the origin) based on (a) a single
exposure and (b) on 753 exposures. The white stripes in (a) result from the gaps be-
tween the detector modules, which are filled by multiple exposures at shifted detector
positions in (b). Arrows indicate diffuse maxima breaking 6D F-lattice symmetry,
the circle marks a contribution from a second grain, and brace the shortest distance
between Bragg reflections. Indices and perp-space components (Å−1) of numbered
reflections: 1 004242 0.046, 2 115151 0.342, 3 113333 0.149, 4 004240 0.157, 5 222424
0.335, 6 113331 0.040. Line scans through (a) and (b) along the thin line in (a) are
shown in (c). For clarity, the upper curve is shifted upward by two counts (from [44])
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Fig. 5.2. Umweganregung in the Ewald construction. The primary beam k0 creates
the two reflected beams kH and kG at the same time. In the right lower construction
is shown how the reflected beam kG acts now as primary beam and that the beam
is reflected now into the direction k(H−G). 0 denotes the origin of the reciprocal
lattice and the wave vector k has the modulus 1/λ, with λ the wave length of the
X-ray beam

Generally, the situation for QC is comparable to that of complex inter-
metallic phases with large unit cells where Umweganregung is usually no prob-
lem at all for structure analysis. Significant Umweganregung in QC mainly
takes place for special diffraction geometries such as rotation around particu-
lar diffraction vectors (see, e.g., [22, 23]).

5.3 Patterson Methods

The Patterson (auto- or pair correlation) function (PF) is the Fourier trans-
form of the reduced diffraction intensities, i.e. the squared moduli (ampli-
tudes) of the structure factors, I(H) = |F (H)|2. Reduced data means that all
corrections, for absorption, polarization, extinction, etc., have been applied.
Since structure amplitudes can be directly derived from observed X-ray or
neutron diffraction data, the PF can be calculated in a straightforward way.
It has first been used within the higher-dimensional approach for incommen-
surately modulated structures [36] and shortly later for the first quasicrystal,
i-Al–Mn–Si [12]. The nD Patterson function
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P (u) =
1

Vuc

∑

H

I(H) cos(2πH · u) = Vuc

∫

V

ρ(r)ρ(r + u)dr (5.1)

has maxima at all interatomic vectors u within the nD unit cell with volume
Vuc and electron density distribution function ρ(r) (in case of XRD). The
heights of Patterson peaks (electrons squared per unit volume) are propor-
tional to the product of scattering factors of the atoms contributing to the
peaks and to the multiplicity of these Patterson vectors.

In par-space the Patterson peaks are very sharp, with their widths cor-
responding to the convolution of 3D almost spherical atoms. In perp-space,
on the contrary, the Patterson maxima are extended since they result as con-
volution of extended atomic surfaces. Due to the different shapes of atomic
surfaces along par- and perp-space the resolution of the PF is intrinsically
anisotropic.

The symmetry of the PF, i.e. of the vector set of the structure, always
corresponds to a centrosymmetric symmorphic supergroup of the space group
of the structure. This means that glide planes and screw axes are replaced by
mirror planes and rotation axes, and that an inversion center is added. This
results in 7 different Patterson symmetries for 2D structures, to 24 in case of
3D structures, and to 3 in case of icosahedral quasicrystals (P2/m3̄5̄, I2/m3̄5̄,
F2/m3̄5̄), for instance. The point-group part of the space group symbol cor-
responds to the Laue class (centrosymmetric point group) to which the space
group belongs. Enantiomorphous and, in general, homometric structures have
exactly the same PF.

Many methods have been developed for the derivation of structure models
from Patterson maps in the case of periodic structures. The simplest method,
trial and error, may have a better chance for the solution of nD quasicrys-
tal structures than for complex 3D intermetallic phases, because there are
usually only very few atomic surfaces in a nD unit cell. These are in most
cases even sitting at special positions. Patterson methods in conjunction with
isomorphous replacements (heavy atom or isotopic substitution methods) or
anomalous dispersion may be useful for the identification of the chemical com-
position of the atomic surfaces.

A very efficient way of unraveling Patterson maps of complex structures by
the symmetry-minimum function (SMF) does not only consider peak maxima
but evaluates voxelwise the entire Patterson map [9]. According to a known
nD space group GnD, all unique Harker vectors, i.e. the vectors between atoms
generated by the symmetry elements Si, with multiplicities mi are examined
on a Patterson map P (u). Taking the minimum over all symmetry-equivalent
vectors [34]

smf(r) = min
[

1
mi

P (r − Sir)|Si ∈ GnD

]
(5.2)

will result in all possible atomic positions r compatible with the nD Cheshire
group [17], i.e. all possible atomic positions including origin shifts and enan-
tiomorphs.
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Careful inspection of the SMF usually allows one or more positions of
hyperatoms to be fixed by assigning an atomic surface to the highest peak.
Choosing these trial positions as pivot elements rP , the PF can be further
deconvoluted. Trial atomic positions can be selected voxelwise and the corre-
sponding interatomic cross vectors r − rP can be searched in the Patterson
map. Taking the minimum over all symmetry equivalent vectors within the
Patterson function

imf(r) = min
[
P (r − SirP )|Si ∈ GnD

]
(5.3)

will now result in an unambiguous structure solution. Including more than
one pivot element enlarges the set of vectors checked in the image seeking
minimum function (IMF). If structure elements (e.g., clusters) were known
they could be included. Usually two pivot elements are enough to obtain a
reliable solution in noncentrosymmetric structures. Again, the resulting trial
electron density distribution only allows the parallel space components to be
retrieved reliably. A detailed deconvolution of the hyperatoms fails because of
the low resolution along these dimensions.

The results of the IMF can directly be used as starting probability density
function for MEM calculations, for instance. Furthermore, the positions of
the hyperatoms can directly be used to fix the phases of reflections with
small perp-space components. As they are not sensitive to the shape of the
atomic surfaces their phases (at least in centrosymmetric structures) can be
assumed to be correct. The larger the set of these reflections is, the better the
convergence of the MEM algorithms will be.

In the following, the deconvolution of a PF via SMF and IMF is shown
on the example of basic Ni-rich decagonal Al–Co–Ni (Fig. 5.3). Its 5D
space group is P105/mmc with the four generators: 1 in (0, 0, 0, 0, 0), 105

in (0, 0, 0, 0, x5),m in (x1, x2, x2, x1, x5) and m in (x1, x2, x3, x4, 1/4). The
symmetry of the characteristic section (10110)V in this space group can be
described by the plane group p2mg. Therefrom the symmetry of the PF and
the SMF is derived to p2mm. Comparing the SMF with the IMF, which is
already the electron density distribution of the actual structure in Fig. 5.3,
one sees that the SMF results from the superposition of permitted origin shifts
by (0, 0, 1/2, 0, 0)V and (1/2, 0, 0, 1/2, 0)V .

The most important of the 32 unique Harker vectors u = (u1 u2 u3 u4 u5)D

and their multiplicities related to a general position r = (x1 x2 x3 x4 x5)D

are listed in Table 5.1. PF peak positions r are only significant if the corre-
sponding Harker vectors u are all significantly above the background level. In
our example, all three hyperatoms, which are located at (x, x, x, x, 0.25)D =
(2x, 0, 1/4, 2x, 0)V with x = 0, 1/5, 3/5 (Fig. 5.3c), and their Harker vectors
(2u, 0, 1/2, 2u, 0)V , with u = 2x, and (0, 0, 2u, 0, 0)V , with u = 2x5, are in the
section shown in Fig. 5.3a.
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Fig. 5.3. Characteristic (10110)V sections through the 5D unit cell of basic Ni-rich
decagonal Al–Co–Ni [15] with symmetry elements drawn in. Shown are sections of
the Patterson function (PF) in (a), the symmetry-minimum function (SMF) in (b)
and the image-seeking minimum function (IMF) in (c). The maps were calculated
on a 200× 100 grid, corresponding to 0.04 Å resolution. The positions of the atomic
surfaces in the asymmetric unit are marked by crosses in (c) [15]

Table 5.1. The four most important Harker vectors u = (u1 u2 u3 u4 u5)D and their
multiplicities mi for the 5D space group P105/mmc [15]

u1 u2 u3 u4 u5 mi

0 0 0 0 2x5 20
x1 + x4 −x1 − x3 − x4 x1 + x3 x2 + x4 1/2 4
2x1 2x2 2x3 2x4 1/2 2
2x1 2x2 2x3 2x4 2x5 1
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5.4 Statistical Direct Methods

The term direct methods has been introduced for reciprocal space techniques
that directly determine the phases of experimentally obtained structure am-
plitudes, based on algebraic and/or statistical phase relationships (for a review
see, e.g., [13]). Prerequisite for a successful application of such methods is the
use of normalized structure factors

|E(H)|2 =
|F (H)|2
〈|F (H)|2〉 , (5.4)

which needs an appropriate estimate of 〈|F (H)|2〉 based on a priori informa-
tion such as structural distribution functions. In most cases, atomic positions
are just considered as random variables, which does not work in case of nD
structure analysis. The nD unit cell of quasiperiodic structures is usually pop-
ulated by just a few atomic surfaces with strongly anisotropic shape, which
are rather easy to locate by Patterson methods. This is certainly the main
reason, why, contrary to classical structure analysis, only the beginnings of
such methods have been developed for QC structure solution.

There has been only one attempt to overcome the problem of the
anisotropic scattering density distribution of hyperatoms [11, 46]. Thereby,
the structure factor is written as

F (H) = S(H⊥)G(H), (5.5)

where S(H⊥), denotes shape factor, F (H) is the Fourier transform of the
atomic surface, G(H) is the structure factor of the nD lattice decorated with
hyperatoms with point-like perp-space components and regular atoms for par-
space components. After the shape factor has been determined from the nD
Patterson function, normalized structure factors can be calculated in the usual
way.

|E(H)| =
|G(H)|

(∑
j f2

j

)1/2
, (5.6)

where fj is the conventional atomic scattering factor for the jth atom. The
crucial point is to find a good shape function. If the peaks in the nD PF
calculated from normalized structure factor amplitudes |E(H)| are close to
point-like, than the shape function have been derived properly.

If the nD unit cell contains several hyperatoms, which significantly differ
in their shape and chemical composition, the derivation of the shape function
would be more or less equivalent to the determination of the nD structure. In
other words, the main part of structure solution is performed via PF and not
by statistical direct methods.
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5.5 Charge Flipping Method (CF)

The charge flipping (CF) method is an iterative algorithm for the ab ini-
tio reconstruction of the electron density distribution function of a structure
based on diffraction data [24, 25]. As input only the unit cell parameters
and observed structure amplitudes (intensities) are needed. Neither chemical
information nor symmetry is explicitly used in the structure solution process.

First, a starting set of structure factors F (0)(H) is created by assigning
random phases to the experimental structure amplitudes |Fobs(H)|. Then each
iteration involves four steps in the following way [27]:

1. A trial electron density ρ(n), sampled on voxels with values ρi, i =
1, . . . , Np, is obtained by inverse Fourier transform of the structure factors
F (n)(H):

ρ(n) = FT−1
[
F (n)(H)

]
. (5.7)

2. A modified density σ
(n)
i is obtained from ρ

(n)
i by reversing the sign (charge

flipping) of all pixels i with density below a certain positive threshold δ:

σ
(n)
i =

{
+ρ

(n)
i if ρ

(n)
i > δ

−ρ
(n)
i if ρ

(n)
i ≤ δ.

(5.8)

3. The structure factors G(n)(H) of this modified density are obtained by
Fourier transform of σ(n)

G(n)(H) = FT
[
σ(n)
]
. (5.9)

4. The structure factors F (n+1)(H) are obtained from Fobs(H) and
G(n)(H) = |G(n)(H)| exp[2πiφG(H)] according to the following scheme:

F (n+1)(H) = |Fobs(H)| exp[2πiφG(H)] (5.10)

for F(H) observed and strong,

F (n+1)(H) = |G(n)(H)| exp{2πi[φG(H) + 1/4]} (5.11)

for F(H) observed and weak,

F (n+1)(H) = 0 (5.12)

for F(H) unobserved, and

F (n+1)(H) = G(n)(H) (5.13)

for H = 0.
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Fig. 5.4. Map of reconstructed occupation domains (OD) of d-Al72Co8Ni20 [42]
based on single CF and LDE runs phasing 32,521 reflections in P1 (≈1,600 unique
reflections). The pentagonal-shaped OD A, B and C, D related by an inversion
operation. No symmetry averaging was performed [10]

The iteration cycles are repeated until convergence. The threshold value δ
determines how fast the iterations converge, if at all. It can be determined by
trial and error in an automated way. Another crucial parameter is the number
of reflections considered weak in the fourth step of the iteration cycle. Shifting
the phases of the weak reflections can significantly improve the performance
of the algorithm in cases of more complex structures [25]. The algorithm
seeks a Fourier map that is stable against repeated flipping of all density
regions below. Obviously, a large number of missing reflections, which cause
termination ripples, will make the algorithm less efficient. A method for a
better performance of CF for incomplete data sets has been developed by
Palatinus [27]. A computer program for using CF in nD space, Superflip,
is publicly available [26]. An example for CF calculations on a QC model
structure is shown in Fig. 5.4.

5.6 Low-Density Elimination

The LDE is a direct-space method like CF. It has been developed in 1992 [33]
for the solution of complex periodic structures such as proteins. In 2001 it was
modified for nD structure analysis of QC [41, 42]. The principle behind this
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iterative approach is that all (electron) density values below a given threshold
δ are set to zero. The value of δ is a crucial parameter and was originally set
to one fifth of the peak height of the lightest atom in the structure [33].

First, a starting set of structure factors F (0)(H) = |Fobs(H)| exp(2πiφrand)
is created by assigning random phases φrand to the experimentally derived
structure amplitudes |Fobs(H)| and a trial electron density ρ(0) is obtained by
inverse Fourier transform of the structure factors F (0):

ρ(0) = FT−1
[
w(H)F (0)(H)

]
. (5.14)

Then each iteration cycle n involves the following steps:

1. The density ρ
(n)
i in the ith voxel is modified to σ

(n)
i according to:

σ
(n)
i =

{
ρ
(n)
i {1 − exp[−1

2 ( ρ
(n)
i

0.2ρc
)2]} if ρ

(n)
i > δ

0 if ρ
(n)
i ≤ δ.

(5.15)

ρc is the expected average peak height in the unit cell. It can be estimated
by determining the average of the maximum peak height ρ

(j)
max in each of

the M sections:

ρc =
1
M

⎛

⎝
M∑

j+1

ρ(j)
max

⎞

⎠ . (5.16)

2. The structure factors G(n)(H) of this modified density are obtained by
Fourier transform of σ(n)

G(n)(H) = FT
[
σ(n)
]
. (5.17)

3. The structure factors F (n+1)(H) are obtained from Fobs(H) and
G(n)(H) = |G(n)(H)| exp[2πiφG(H)] as

F (n+1)(H) = |Fobs(H)| exp[2πiφG(H)]. (5.18)

4. The new electron density ρ(n+1) is obtained by inverse Fourier transform
of the weighted structure factors w(H)F (n+1):

ρ(n+1) = FT−1
[
w(H)F (n+1)(H)

]
(5.19)

with

w(H) = tanh
[

|G(n+1)(H)Fn+1(H)|
〈G(n+1)(H)〉〈Fn+1(H)〉

]
. (5.20)

Then the iteration cycles are repeated until convergence, which can be defined
in a way that phase changes in each cycle are smaller than 0.5◦, for instance.
Subsequently, the weight is set to one and several cycles more are calculated
to obtain the final electron density maps.

A performance test of CF versus LDE shows that LDE is superior to CF
for nD structure solution (Fig. 5.4) [10].
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5.7 Maximum Entropy Method

MEM play an important role everywhere where weak signals have to be fil-
tered out of a noisy background, for instance, for image processing in astron-
omy. Entropy maximization was introduced already in 1948 by Shannon [32],
who formulated an optimization algorithm for telegraphic data transmission.
Around 10 years later, the method was further developed by Jaynes [18], who
connected the methods of discrete information theory with continuous phys-
ical observations. It took two more decades until MEM was first used in the
course of the solution of crystallographic problems [5]. By the usual Fourier
transform of structure factors, highly accurate electron density maps can only
be obtained from large and complete diffraction data sets. MEM allows to
improve these data sets since it does not produce artifacts such as trunca-
tion ripples. Furthermore, by MEM well-resolved electron density maps can
be obtained even from incomplete or very noisy data sets.

MEM can also be used as direct method for structure solution [2]. Driving
forces have been protein crystallography [1] and powder diffraction [3, 31].
Most of the MEM algorithms are based on exponential modeling [6]. Whereas
direct methods solve the structure in reciprocal space, the principle of expo-
nential modeling is based on direct space. A trial electron density distribution
is varied and its diffraction pattern is compared with the intensity data. Based
on the residuals a new trial electron density distribution can be derived, which
finally converges to the most probable one.

After it was suggested to use MEM in the course of structure analyses
of aperiodic crystals [7, 28, 37], it was first applied to increase the resolu-
tion of atomic surface density maps of decagonal Al–Co–Ni [39]. Later, it was
employed as direct method in combination with Patterson deconvolution tech-
niques, for the structure solution of d-Al–Mn–Pd [15, 40, 45] and i-Zn–Mg–Y
[47]. MEM has also been used to get accurate charge density distribution data
for the study of chemical bonding in Al-based quasicrystal approximants for
powder diffraction data [19–21].

Based on Bayes’ theorem it can be shown that the most probable solution
of a problem that can be described by an additive and positive probability
distribution function (pdf) is given by [35]

−
Np∑

i=1

pi ln
pi

qi
︸ ︷︷ ︸

entropy S

+λ0

⎛

⎝
Np∑

i=1

pi − 1

⎞

⎠

︸ ︷︷ ︸
normalization

+
Nc∑

j=1

λjCj(p)

︸ ︷︷ ︸
set of Nc constraints

= max! (5.21)

Here, the electron density distribution ρ(ri) can be associated with the proba-
bilities pi on a regular grid of Np points, and the Nc constraints Cj will include
the set of known structure factors F (H) and the set of structure amplitudes
|F (H)| with their Lagrangian multipliers λj . Furthermore, bond distances,
density, and any known structural properties might be included. qi are the
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prior probabilities, which can all be set equal as starting pdf. Differentiation
of (5.21) leads to the fundamental maximum entropy equations [2]

pi =
qi

Z(λ1, . . . , λNc)
exp

⎛

⎝
Nc∑

j=1

λj
∂Cj

∂pi

⎞

⎠; Z(λ1, . . . , λNc)

=
Np∑

i=1

qi exp

⎛

⎝
Nc∑

j=1

λj
∂Cj

∂pi

⎞

⎠. (5.22)

Z(λ1, . . . , λNc) directly follows from the normalization of the a posteriori pdf
pi. The result exclusively depends on the constraint equations supplied. How-
ever, in the case of multimodal pdf as in the case of ’phaseless’ Fourier trans-
forms, a reliable solution can be obtained only if a set of sufficient constraints
and a good estimate of the starting pdf are provided.

The electron density ρ(ri) in the ith voxel and the probability density pi

are related in the following way

pi =
ρ(ri)

∑Np
i=1 ρ(ri)

. (5.23)

The fundamental MEM equations can always be solved in the case of linear
problems such as the calculation of electron density maps for known structure
factors. The results would not depend on the starting pdf. However, in the
case of unknown phases the problem gets more complicated as several local
maxima exist. Consequently, reliable results depend on proper algorithms as
well as on the set of constraints. Even the starting pdf will influence the
maximum finally found [8].

A combination of PF, CF, or LDE with MEM can be used for ab initio
phase determination of quasicrystal structures. Two main constraint equa-
tions are necessary to take all structure factors Fclc(H) derived from either
PF deconvolution techniques, CF or LDE, and all the observed structure am-
plitudes |Fobs(H)| into account. Assuming Gaussian noise all known structure
factors can be constrained by

C1 =
∑

H

1
σ2

|Fobs(H) − Fclc(H)|2 = χ2 (5.24)

with their corresponding standard deviation σ. Enforcing all calculated struc-
ture factors Fclc to be exactly equal to Fobs would put statistical errors of the
data set into the MEM solution. The corresponding constraint equation for
structure amplitudes [30] is

C2 =
∑

H

1
σ2

∣
∣|Fobs(H)| − |Fclc(H)|

∣
∣2 = χ2. (5.25)
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Substituting (5.24) and (5.25) into (2) results in the general nD equation to
be solved

pi =
qi

Z(λ1, λ2)
exp
[
− 2λ1

∑

H

1
σ2

|Fobs(H) − Fclc(H)| cos(2πH · xi − φΔ)

− 2λ2

∑

H

1
σ2

∣
∣|Fobs(H)| − |Fclc(H)|

∣
∣ cos(2πH · xi − φclc)

]
(5.26)

with φΔ = arctan{Im[Fobs(H)−Fclc(H)]/Re[Fobs(H)−Fclc(H)]}, the phase
of the residual. The corresponding Lagrangians can be solved by Newton’s
method [2] or iteratively, using the exponential modeling technique [6].

Example: decagonal structure

The reliability and efficacy of MEM is demonstrated on the example of a
decagonal model structure with composition Al53Ni15Ru32, 5D space group
P105/mmc, and two layers along the periodic direction [14]. The atomic sur-
faces correspond to those of the PT, the decoration with Al, Ni, Ru is shown
in Fig. 5.5.

The influence of the perp-space resolution on the resolution of the electron
density maps of the atomic surfaces calculated by MEM and, for comparison,
by Fourier transformation, is shown in Fig. 5.6. The MEM calculations have
been performed on a 3D model of 760 × 760 × 4 Å3 size, which has been
subsequently lifted.

Whereas a perpendicular resolution of |H⊥| ≤ 2 Å−1 leads to good results
(Fig. 5.6a,d) even with the Fourier transform, the more realistic threshold of
|H⊥| ≤ 1 Å−1 clearly shows the advantage of the MEM density (Fig. 5.6b,e).
At |H⊥| ≤ 0.5 Å−1 still the shape of the atomic surface is represented correctly
by the MEM, the absolute values of the electron density distribution, however,

Al Ru

fNi

Ni

fRu
fAl

Fig. 5.5. One of the atomic surfaces of the model structure of decagonal
Al53Ni15Ru32, with scattering factor along the horizontal line shown schemati-
cally [14]
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Fig. 5.6. Atomic surfaces of the model structure of decagonal Al53Ni15Ru32 recon-
structed with different perp-space resolution by 5D MEM (a–c) compared to 5D FF
(d–f). Perp-space thresholds are |H⊥| ≤ 2 Å−1 for (a, d), |H⊥| ≤ 1 Å−1 for (b,e)
and |H⊥| ≤ 0.5 Å−1 for (c, f). Dot size corresponds to peak intensity [14]

Fig. 5.7. Electron density distribution (7.6 Å×7.6 Å) the model structure of decago-
nal Al53Ni15Ru32 reconstructed from a data set with perpendicular space threshold
of |H⊥| ≤ 0.5 Å−1. (a) Fourier transform, (b) MEM [14]

are not reliable anymore. This can even better be seen in the enlarged physical
space section. The influence of perp-space resolution on the par-space electron
density distribution is depicted in Fig. 5.7. One clearly sees artifacts, which
could be misinterpreted as real atoms, due to truncation in Fig. 5.7a, while
the MEM density is reliable up to the lowest contour line of 1% of ρmax.
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5.8 Structure Refinement

The last step of a structure analysis is the structure refinement. For reviews on
the best ways to refine 3D periodic structures see, e.g., [43], and for nD struc-
ture analysis of QC see [38]. Structures are refined against the observed inten-
sities usually by the least-squares method. The function to be minimized is

∑

H

w(H)[|Fobs|2 − |Fclc|2]2 (5.27)

with the weights w(H) inversely proportional to the standard deviation
σ(I(H) of the observed intensity. In case of the validity of Poisson statis-
tics, the estimated standard deviation is calculated as σ2(I(H)) = I(H). It is
crucial to include all data into a structure refinement, not only those above a
certain threshold value (usually intensities with I(H) ≥ 2σ(I(H)). This has
already be discussed in Sect. 5.1.

During a refinement, the structure model is modified so that it fits best
to the observed diffraction data. Refineable 3D model parameters are usually
atomic coordinates, occupancy factors, and atomic displacement parameters
(ADP). Additionally, structure model independent parameters can be refined
taking into account dynamical effects such as extinction or twinning. In case
of nD structure refinement, things are much more complicated. Here, the
crucial parameters are positions, occupancies, and par-space displacements of
the hyperatoms as well as size and shape of their perp-space components, the
atomic surfaces.

There are constraints concerning the minimum distance between fully oc-
cupied positions as well as the closeness condition. While the first constraint
has to be strictly obeyed, the second is a hard constraint only for ideally
quasiperiodic structures. The closeness condition takes care that no atom
disappears, is created or changes its species by moving the par-space section
along the perp-space as it is the case for phasonic excitations (phason modes).
Whether the structures of real QC strictly obeys the closeness condition is not
proven yet. The stability of real QC against a transformation to approximants
may be caused by a kind of lock-in state of the structure due to local violations
of the closeness condition pinning the par-space locally.

Another peculiarity for nD structure refinements is the phason Debye–
Waller (DW) factor. It has been defined in analogy to the standard phonon
DW factor and describes the influence of phasons on the structure amplitude.
It describes phason flips (atomic jumps in a double-well potential) caused by
phason modes as well as by random phason fluctuations.

Phonons and phasons break the (hyper)lattice symmetry and lead to dif-
fuse scattering beneath and around Bragg reflections, to thermal diffuse scat-
tering (TDS) and phason diffuse scattering (PDS). Hyperatoms related by the
closeness condition have to have the same phason DW factor, otherwise the
closeness condition will not be obeyed. The phason DW factor has a strong
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Fig. 5.8. log I(H) versus |H⊥| calculated for (a) the ideal QG structure model
of i-Al64Cu23Fe13 [29] and (b) after applying a phason DW factor with <u2> =
0.12 Å2. Only Bragg reflections within a 2D par-space section with |H||| ≤ 0.8 Å−1

and |hi| ≤ 40, i = 1 · · · 6, are shown. The reflections above the gray (online: red)
horizontal line are observable by standard synchrotron area detector experiments.
The light-gray (online: yellow) curve, I(H) ∝ |H⊥|−4, marks the general decrease of
intensities with |H⊥| without (a) and with (b) the phason DW applied (from [44])

influence on the number of reflections that can be measured. This is illus-
trated on the example of the diffraction pattern of the QG structure model
of i-Al64Cu23Fe13 (Fig. 5.8) [29, 44].

In case of the ideal QG model we expect 74,725 reflections within a 2D par-
space section with |H||| ≤ 0.8 Å−1, |hi| ≤ 40, i = 1 · · · 6, and a dynamic range
of nine orders of magnitude, which is the detection range of that experiment.
The number of expected observable reflections is drastically reduced to 8,357
when we apply an experimentally derived single isotropic phason DW factor
of <u2> = 0.12 Å2. The phason DW factor was determined by fitting the
calculated reflection density to the observed one under the constraint that
all observed reflections must also have calculated counterparts of comparable
intensity. Within the dynamic range of ≈105 for a standard area-detector
based synchrotron data collection, only the reflections above the line in Fig. 5.8
would be strong enough to be detected. The determination of a reliable phason
DW factor from a structure refinement would be difficult based alone on such
a small set of reflections. Strong correlations between the phason DW factor
and occupancy factors would bias the results.

The quality of a structure refinement is usually indicated by different re-
liability (R) factors. The most common used R factors are the unweighted
R factors R1 and R2 related to unweighted structure amplitudes and their
squares, respectively, and the weighted R factor wR2 and the goodness of fit
(GoF, S, χ2):
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R1 =
∑

H |Fobs(H)| − |Fclc(H)|
∑

H |Fobs(H)|

R2 =

{∑
H

[
|Fobs(H)|2 − |Fclc(H)|2

]2
∑

H |Fobs(H)|2

}1/2

wR2 =

{∑
H w(H)

[
|Fobs(H)|2 − |Fclc(H)|2

]2
∑

H w(H)|Fobs(H)|2

}1/2

GoF =
∑

H w(H)
[
|Fobs(H)|2 − |Fclc(H)|2

]2

n − m
(5.28)

for n reflections and m refined parameters. The GoF should amount to one
in case of proper weights and a perfect refinement.

In case of a QC structure refinement these quality factors are not sufficient.
Due to the high fraction of weak reflections and the importance of reflections
with large perp-space components of the diffraction vectors, a more detailed
statistical analysis is needed. An example is shown in Fig. 5.9 for the refine-
ment of the structure of decagonal Al–Co–Ni [4].
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Fig. 5.9. (a) Logarithmic Fclc(H) versus Fobs(H) plot for the refinement of decago-
nal Al–Co–Ni. Fclc(0) has been taken as unity. (b) Illustration of the weighting
scheme and the final error distribution. Black dots: logarithmic Fobs(H)/σ(Fobs(H)
versus Fobs(H)/Fclc(0) plot for showing the distribution of errors on the measured
intensity. Columns with numbers: number of reflections over a given F (H) thresh-
old. Every column has a height proportional to the number of reflections with
Fobs(H) > kFclc(0), where k is the center of the column base (logarithmic scale).
Full circles, dashed line, right scale: the unweighted reliability factor R calculated
for each of the reflection subsets indicated by the corresponding column. Empty cir-
cles, continuous line, right scale: the weighted agreement factor wR calculated for
the same reflection subsets (from [4])
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Statistical indicators are not in all cases sufficient to distinguish between
models differing in parameters which are either highly correlated in the refine-
ment algorithm or not properly represented in the observed data set. Strongly
correlated can be, for instance, phason DW factors and occupancy factors of
individual subdomains of the atomic surfaces. Parameters describing the par-
titioning, occupancy, and detailed chemical composition of the subdomains of
atomic surfaces can only be properly refined if the data set includes a suffi-
cient amount of reflections with large perp-space component of the diffraction
vectors.

Complementary methods for structural characterization such as electron
microscopy and/or spectroscopical techniques can help to resolve ambiguities
between different structure models by extending the experimental evidence.
Structural modeling based on quantum-mechanical calculations can further
add information to remove ambiguities.

For example, in the presence of disorder it is not easy to distinguish be-
tween disorder in the arrangement of well-ordered clusters and disorder within
long-range well-ordered clusters. This can be easily seen by HRTEM but is
difficult to derive from Bragg diffraction data. The way short- and long-range
order is coded in the atomic surfaces is not easily separable. The long-range
order of clusters is defined by the general shape of atomic surface and that
of the cluster content by its partitioning. A phason DW factor applied to
the whole atomic surface for describing phasonic disorder of the clusters, e.g.,
would act on the cluster atoms in a way which is not appropriate if the cluster
content itself remains fully ordered. From diffuse intensity data, the disorder
on different length scales could be discriminated, fortunately.

5.9 Crystallographic Data for Publication

The quality standards of 3D structure analyses by X-ray or neutron diffraction
methods and the information required for publication have been clearly de-
fined by the International Union of Crystallography (IUCr).1 Unfortunately,
no such standards do yet exist for the publication of QC structures. The few
groups worldwide which have been involved in QC structure analysis had also
to invent the analysis methods and the ways of representing the structures
in nD as well as in 3D. Since their focus is not always crystallographic, the
information is sometimes incomplete or insufficient from the crystallographic
point of view. This makes it difficult even for the expert to extract the needed
information out of the respective publications and in most cases not the fully
required information is given. The following guidelines lists the kind of infor-
mation a paper on a QC structure analysis should contain.

1 See, for instance, the Author services of Acta Crystallogr. C at
http://www.iucr.org/
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Guidelines for the publication of structural quasicrystal data
All experimental and refined parameters should be given together with their
estimated standard deviations (esds).

Crystal data
Chemical formula
nD space group
nD lattice parameters
Quasilattice parameter
Mass density, point density
Linear absorption coefficient
Crystal shape and dimensions
Thermal history of the sample
Crystal ‘finger print’ (Single crystal XRD to show the crystal quality, amount
and distribution of diffuse scattering and way of indexing)
Crystal quality (FWHM, random and linear phason strain)

Data collection
Type and source of radiation
Type of diffractometer and detector
Kind of absorption correction applied (minimum and maximum transmission
factors)
Number of measured, observed, unobserved and unique reflections
Internal R factor, Rint (resulting from merging redundant reflections)
Range of reflections measured

Structure solution and Refinement
Structure solution method
Refinement on |F (H)| or on |F (H)|2
R factors, goodness of fit and R-factor statistics
Number of reflections used in the refinement
Number of parameters
Weighting scheme
Extinction parameter
Parameters defining position, shape, size and partitioning of atomic surfaces

Structure model
Graphical representation of the structure model in 3D and nD
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6

Diffuse Scattering and Disorder

Ideal order is just a mathematical concept and cannot exist in real crystals,
be they periodic or quasiperiodic. Consequently, in diffraction experiments
on real crystals of any kind, structural diffuse scattering will always be ob-
served additionally to Bragg peaks. Thus, structural diffuse scattering (diffuse
scattering of other origin will not be discussed here) indicates nonperiodic de-
viations from nD translational symmetry of a structure.1

The diffraction pattern of a disordered structure, ρdis(r), consists of a
Bragg part, IBragg, which is related to the average structure, ρaver(r), and an
absolute continuous (diffuse) one, Idiff ,

Itotal = IBragg + Idiff (6.1)

with

Idiff = |FT [ρdis(r)] − FT [ρaver(r)] |2 = |FT [Δρ(r)] |2 (6.2)

and Δρ(r), the difference structure between ideally ordered and disordered
structure. In thermodynamic equilibrium these deviations can be, for instance:

• Point defects such as thermal vacancies and impurities
• Dynamic excitations such as phonons and phasons
• Structural disorder

Here, we will only consider the last item, structural disorder, and not the defect
structure. As an example for equilibrium (as far as experimentally achievable
due to sluggish kinetics) diffuse scattering, which does not disappear even
after annealing more than hundred days 90◦C below the incongruent melting
point, is shown on diffraction patterns of i-Al–Mn–Pd (Fig. 6.1a). Besides
TDS and PDS, significant diffuse scattering is observed between and beneath
the Bragg reflections indicating a substantial amount of structural disorder
on the scale of 5–100 Å.
1 Periodic derivations would lead to modulated structures, which, in the ideal case,

possess nD translational symmetry and a pure point Fourier spectrum.
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Fig. 6.1. Reconstructed five-fold X-ray diffraction patterns of (a) Czochralski grown
i-Al70.1Pd21.4Mn8.5. The images in the left two quadrants are zero-layer reciprocal
space sections, those in the right ones correspond to a higher layer; the images in the
upper two quadrants are taken on an as grown sample, those in the lower two quad-
rants on a crystal annealed for 2,445 hs at 800 ◦C (samples courtesy of B. Grushko).
Long-time annealing does not change the order/disorder in the quasicrystal within
the frame of the experiment. (b) Reconstructed 10-fold X-ray diffraction pattern of
d-Al65Cu20Co15 showing the third diffuse inter-layer. The diffuse diffraction pattern
obeys the extinction rules of a 5D c-glide plane (space group P105/mmc) with glide
component along the periodic direction. Diffraction data were collected at room
temperature (a) in-house and (b) at SNBL/ESRF, Grenoble, France (courtesy of
Th. Weber)

Quenched nonequilibrium deviations can be, for instance:

• Excess vacancies and dislocations
• Domains and domain boundaries
• Chemical inhomogeneities
• Strains and disorder

Diffuse scattering due to nonequilibrium deviations usually breaks the diffrac-
tion symmetry defined by the Bragg reflections (Laue class), while equilibrium
disorder scattering can obey the full diffraction symmetry of the average struc-
ture (Laue class and systematic extinctions) (see Fig. 6.1b).

Structural disorder usually increases the energy of a crystal structure. At
finite temperature, this can be compensated by the increase of the configura-
tional entropy, which can decrease the free energy of a crystal sufficiently to
stabilize the disordered structure. Disorder is favorable if the energy landscape
allows alternative structural arrangements at low energy costs, particularly at
elevated temperatures where entropic contributions to the free energy weigh
stronger. Those QC which have a broad compositional stability range, i.e.
form a more or less extended solid solution at least for a substructure, can
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have large entropic contributions from site occupancy disorder (chemical dis-
order and/or structural-vacancy disorder). The study of equilibrium disorder,
therefore, can give valuable insight into the structural factors governing the
stability of a crystal.

In the following, we discuss all diffraction phenomena based on the kine-
matical theory . This theory connects direct space and reciprocal space by
Fourier transformation and applies within some limits to X-ray and neutron
diffraction, but not to electron diffraction. Selected area electron diffraction
(SAED) patterns significantly differ from X-ray diffraction (XRD) patterns
due to multiple scattering and, of course, due to the different interaction
potential. While Bragg reflections and diffuse scattering are at the same re-
ciprocal space positions, their intensities can strongly differ. In most cases,
weak diffraction phenomena are enhanced by multiple scattering.

Any nonperiodic deviation from an ideal QC structure which breaks the
translational symmetry of the corresponding nD hypercrystal leads to a con-
tinuous contribution to its Fourier spectrum (diffuse scattering). These devia-
tions can be time dependent (dynamic) or time independent (static) regarding
the time scale of a diffraction experiment, giving rise to inelastic or elastic dif-
fuse scattering, respectively. High-temperature dynamic disorder can often be
quenched and observed as static disorder at low temperatures.

One has to keep in mind, however, that structural diffuse scattering is
not always a sign of disorder. Ideal deterministically ordered structures with-
out any disorder may even exhibit diffraction patterns (Fourier spectra) with
only diffuse scattering, without any Bragg reflections [2]. Generally, a Fourier
spectrum, I(H), can consist of three parts [1],

I(H)total = IBragg(H) + Isc
diff(H) + Iac

diff(H). (6.3)

IBragg(H), the pure point part, refers to the Bragg reflections (Dirac δ-peaks)
resulting from the translationally periodic part of a structure, which is its
average structure for a disordered structure. Iac

diff(H), the absolute continuous
part, is a differentiable continuous function, i.e. what we mean by structural
diffuse scattering. Isc

diff(H), the singular continuous part, is neither continuous
nor does it have Bragg peaks. It has broad peaks, which are never isolated.
They split again and again into further broad peaks if one is looking at them
with increasing resolution, and the integrated diffracted intensity behaves like
a Cantor function (devil’s staircase). The Thue-Morse sequence, for instance,
has a singular continuous Fourier spectrum while the Rudin-Shapiro sequence
shows an absolute continuous one [5]. Depending on the decoration, however,
the Thue-Morse sequence will show Bragg peaks besides the singular contin-
uous spectrum (Fig. 6.2).

The interpretation of disorder diffuse scattering and its quantitative mod-
eling is still not as straightforward as the solution of the average structure
based on Bragg reflections. For a general introduction into the field of disor-
der diffuse scattering and the different methods to analyze it, see, e.g. [16].
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Fig. 6.2. Fourier spectrum (intensities on a logarithmic scale) of a Thue-Morse
sequence (see Sect. 1.1.4) for realistic conditions: 106 Al atoms with distances
A = 2.4 Å, B = τA, corresponding to a “crystal” size of ≈300 μm. The typ-
ical reciprocal-space range of an in-house diffraction experiment with resolution
0.001 Å−1 is shown in (a), and an enlarged part in (b). The other images are cal-
culated for resolutions of (c) 0.0005 Å−1, (d) 0.0001 Å−1, (e) 0.00005 Å−1, and (f)
0.00001 Å−1. The sharp peak at ≈0.318 Å−1 is a Bragg reflection that does not split
with increasing resolution, while all other peaks in (b)–(f) bifurcate with increasing
resolution into more and more diffuse maxima (courtesy of Th. Weber)
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In the following, we will shortly discuss the application of one particular
method, the pair distribution function (PDF), which is for diffuse scattering
what the Patterson function is for Bragg scattering. It is simply the Fourier
transform of the total diffracted reduced intensity. Frequently, in order to
enhance the disorder phenomena, the difference PDF is used, which is based
on diffuse intensities alone.

6.1 Phasonic Diffuse Scattering (PDS) on the Example
of the Penrose Rhomb Tiling

Phonons (lattice vibrations) dynamically disturb the lattice periodicity of
crystals and give rise to thermal diffuse scattering (TDS). In the average
structure, the resulting thermal vibrations of the atoms are described by the
Debye–Waller (DW) factor. In quasicrystals, additionally a different kind of
excitations is possible, phasons, which cause phason diffuse scattering (PDS).
In the nD approach, phasons (phason modes) correspond to periodic distor-
tions of the nD hyperlattice with polarization parallel to perp-space while
phonons have a polarization parallel to par-space. In 3D physical space, pha-
sons lead to correlated jumps (phason flips) of atoms in double-well potentials.
In the average structure, this can be described by a phason DW factor.

The quantitative description of PDS is based on the hydrodynamic theory
using the elastic properties of a fictitious nD hypercrystal [8, 11, 14, 15]. For
the Laue class 10/mmm, for instance, five elastic constants are associated
with the phonon field, three with the phason field and one with the phonon–
phason coupling [6, 17]. The phason elastic constants can be experimentally
determined based on phason diffuse scattering (see, e.g., [4] and references
therein).

According to the hydrodynamic theory for quasicrystals, the phonon dis-
placement field relaxes rapidly via phonon-modes, whereas the phason dis-
placement field relaxes diffusively with much longer relaxation times [12]. At
higher temperatures, phasons can be treated analogous to phonons as thermal
excitations and described in a unified way. At lower temperatures, however,
atomic diffusion is very sluggish and phonons will equilibrate in the presence
of a quenched phason displacement field [7, 11, 15]. In this case phonons and
phasons have to be treated separately.

For the calculation of PDS and TDS of a 2D diffraction pattern such as
that of the Penrose rhomb tiling, one has to solve the following expression for
each Bragg reflection [11, 14, 15]:

I(H‖ + o‖) =
kBT

(2π)3
IBragg(H‖) · (H‖,H⊥)V · A−1(o‖) · (H‖,H⊥)V . (6.4)

I(H‖+o‖) is the diffuse intensity at an offset o‖ from a particular Bragg reflec-
tion with nD diffraction vector (H‖,H⊥)V (subscripts D and V denote D- and
V -basis, respectively), kB is the Boltzmann constant, and T the temperature,
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IBragg(H‖) is the Bragg scattering intensity of a particular reflection, and
A−1(o‖) is the hydrodynamic matrix. A−1(o‖) includes information on the
elastic properties of the quasicrystal and, therefore, it is also a function of the
phononic elastic constants Cijkl, the phasonic elastic constants Kijkl, and the
phonon–phason coupling constants Rijkl.

Equation (6.4) is valid in the case of simultaneously thermalized phonons
and phasons (T ≥ Tq, with the phason-quenching temperature Tq). In the
case of quenched phasons (T ≤ Tq), (6.4) can still be written in the same form
but A(o‖) has to be replaced by an effective hydrodynamic matrix Aeff(o‖).
Aeff(o‖) is not only associated with Cijkl, Kijkl, and Rijkl at temperature
T , but also with those at temperature Tq. Thus, the effectively needed input
for the calculation of PDS and TDS are the elastic constants and the Bragg
intensities.

The influence of a variation of the elastic properties of a Penrose rhomb
tiling on PDS and TDS is illustrated in Fig. 6.3. As shown in Sect. 3.6.4, the
Penrose rhomb tiling can be described as 4D hypercrystal structure with four
pentagonal atomic surfaces. In our model structure, the two small pentagonal
atomic surfaces are decorated with Ni atoms, the two τ times larger ones with
Al atoms. The reciprocal space images are shown together with the resulting
PDF for five cases with different elastic parameters (Table 6.1). The cases
of pure TDS and PDS are realized by stiffening the Penrose rhomb tiling in
par- and perp-space, respectively. The overall distribution of diffuse scattering
looks very similar in the cases (a)–(d) but differs from the case of pure TDS
in (e).

Taking a look at the PDF maps (Fig. 6.3(f–j)) one can hardly see any
difference for the first four cases (f–i). This is not surprising since the diffuse
intensities in (a–d) change only in their fine structure, which predominantly
contributes to longer PDF vectors (>100 Å) which are out of range. In con-
trast, the PDF of the pure TDS diffraction pattern (Fig. 6.3j) shows uniformly
distributed positive peaks, each with a negative halo around it. The absence
of certain vectors in the PDF maps of the first four cases (see arrows in
Fig. 6.3(f–i)) means that the structure at these vectors corresponds to the
average structure, i.e. that these vectors are not influenced by phasonic dis-
order. Consequently, the Penrose rhomb tiling is not uniformly disordered by
phasons such as it is in the case of TDS. Note that the integrated diffuse
intensity from the pure TDS case is at least one order of magnitude smaller
than that for the other cases.

6.2 Diffuse Scattering as a Function of Temperature
on the Example of d-Al–Co–Ni

The structural ordering phenomena of quasicrystals as reflected in the vari-
ation of Bragg and diffuse scattering with temperature (illustrated on the
example of d-Al–Co–Ni, Fig. 6.4) can give some insight into the stabilization
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Fig. 6.3. Influence of a variation of the elastic parameters on the PDS and
TDS calculations of a Penrose rhomb tiling in reciprocal- and vector-space
(PDF) (see Table 6.1). Zoomed sections of the diffraction patterns of the five
cases examined are shown as inserts in (a–e), the corresponding PDF maps
in (f–j). The Bragg peaks have been punched out and do not contribute to
the calculation of the PDF maps. The overall distribution of diffuse scattering



238 6 Diffuse Scattering and Disorder

d

e

i

j

Fig. 6.3. (continued) looks very similar in the cases (a–d) but the fine structure
changes significantly. Hardly any differences can be observed in the PDF maps of the
first four cases (f–i). Arrows indicate one example of a PDF vector that is absent in
(f–i) and present in (j). Relative scaling of the patterns in (f)–(j) is 80:40:160:40:1 [9]

mechanism of the quasicrystalline phase. There are three scenarios:

• If quasicrystals were perfectly quasiperiodic at zero K (i.e., energy stabi-
lized) then phasonic disorder should increase with temperature. Since the
phason Debye–Waller factor strongly depends on the perp-space norm of
scattering vectors, the intensities of reflections with high perp-space norm
should faster decrease with increasing temperature.

• In case of entropy stabilization, the ground state was a periodic structure
(approximant). With increasing temperature the structure would approach
more and more, on average quasiperiodic, random tiling. The increasing
configurational entropy would drive the stabilization of the quasiperiodic
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Table 6.1. Elastic constants for the PDS and TDS calculations on the Penrose
rhomb tiling shown in Fig. 6.3. Units are in 1012 dyn/cm2 [10]

R > 0 R = 0 R < 0 pure PDS pure TDS
Figs. 6.3a,f Figs. 6.3b,g Figs. 6.3c,h Figs. 6.3d,i Figs. 6.3e,j

C11 2.34315 2.34315 2.34315 1.106 2.34315
C13 0.66625 0.66625 0.66625 1.106 0.66625
C33 2.32215 2.32215 2.32215 1.106 2.32215
C44 0.70190 0.70190 0.70190 1.106 0.70190
C66 0.88455 0.88455 0.88455 1.106 0.88455
K1 0.02 0.0189 0.0189 0.0189 1.106

K4 0.4 0.4 0.4 0.4 1.106

R 0.1 0.0 −0.12 0.0 0.0

structure. In the nD description, the atomic surfaces would start to con-
dense with increasing temperature indicating the increase in on-average
quasiperiodic order of the random tiling compared with that of the ap-
proximant. This causes the intensities of reflections with high perp-space
norm to increase at higher temperature.

• Both stabilization mechanisms can be combined solving some contradic-
tory or implausible features of both approaches. Let us assume an ideally
ordered quasiperiodic structure based on one or more clusters as its basic
elements. The ideal quasiperiodic order of the clusters would be counter-
balanced by strong disorder in the cluster interior. Enough configurational
entropy (close to the values of metallic glasses) could be generated in this
way to explain the quasicrystal’s thermodynamic stability at high temper-
ature. Long-range-correlation terms in the total energy (explaining and
reinforcing the observed Hume-Rothery effect) can be easily introduced
in this way. In this frame, at high temperatures the ground state would
be the quasicrystal, as the structural and energetic limit of approximants
with increasingly large unit cell. Small-unit-cell approximants, with more
ordered clusters, would be the ground state at lower temperatures. The
high-temperature behavior of the main Bragg reflections can also be easily
justified, without the need to introduce random tilings in the strict sense,
which have never been proven to have Bragg peaks in their diffraction
pattern.

The diffraction patterns shown in Fig. 6.4 have been taken from a crystal
with nominal composition Al70Co12Ni18, quenched from 900◦C by switching
off the high-vacuum furnace. Consequently, the room temperature diffraction
patterns reflect the structure of the quenched crystal, while those taken from
the same crystal but now in situ at 800◦C and 850◦C, respectively, correspond
to equilibrated structures. Going from top to bottom of Fig. 6.4, we see that
only every other layer (Bragg layers) contains sharp Bragg reflections. This
sequence of Bragg layers corresponds to a period of two quasiperiodic atomic
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Fig. 6.4. Reciprocal space sections of d-Al70Co12Ni18 reconstructed from 360
image plate scanner frames at each temperature (marresearch 345, wave length
λ = 0.7 Å, oscillation angle Δφ = 0.5◦, Swiss-Norwegian Beam Lines/ESRF, Greno-
ble). In the first column, sections of the reciprocal space layers h1h2h3h4h5 with
h5 = 0, 0.5, 1, 1.5, all taken at room temperature, are shown. The second and third
column contain the sections collected at 800 and 850 ◦C, respectively. The thin rings
originate from the alumina sample holder [13]
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layers along the tenfold axis. The diffuse interlayers indicate a two-fold su-
perstructure with long correlation length along the tenfold axis and a much
shorter one within the quasiperiodic layers. The correlation length changes,
however, with temperature. Going from room temperature to 800◦C, surpris-
ingly, the extended diffuse scattering phenomena condense into almost Bragg
reflection like diffuse maxima. This means, the correlation length of some or-
dering phenomena increases drastically with temperature while the widths of
Bragg reflections do not change within the experimental resolution.

How can these phenomena be interpreted? We know from many experi-
mental studies that decagonal Al–Co–Ni phases are build from columnar clus-
ters with approximately 20 Å diameter. According to the small width of the
diffraction phenomena parallel to the periodic direction, these columns must
have rather perfect four-layer periodicity along the tenfold axis. The narrow
width of the Bragg reflections indicates almost perfect quasiperiodic long-
range order of the columns on a two-layer scale. On the four-layer scale, the
correlation length is of the order of a few cluster diameters for the quenched
sample at room temperature. It increases by one or two orders of magnitude
at 800◦C and breaks down almost completely at 850◦C. At this temperature
also the four-layer correlation length along the ten-fold axis decreases. This
indicates, that, at least for this composition, the decagonal phase is better
ordered at high temperature.
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7

Structures with 1D Quasiperiodicity

Basically, 1D quasicrystals can be equally well described in the framework
of quasiperiodic structures and in the one of incommensurately modulated
structures. However, in the cases where τ -scaling symmetry applies to the
diffraction pattern, the QC-setting may be more appropriate. This is also
true for 1D quasicrystals resulting from phase transformations of axial or
icosahedral quasicrystals. Structural relationships between initial and final
phases can be better described within the same approach.

One class of 1D quasicrystals comprises vacancy-ordered phases, i.e. series
of superstructures of the CsCl type, in systems such as Al-Pd, Al-Ni, Al-Cu-
Ni. They are characterized by stackings of (111) layers, either fully occupied
or containing vacancies, related to the Fibonacci sequence [1].

Stable 1D quasicrystals have been found in annealed samples with com-
positions Al75Fe10Pd15 [4] and Al65Cu20Fe10Mn5 [5]. Some characteristic pa-
rameters are listed in Table 7.1. The lattice parameter a is along a two-fold
direction (A2P 1) and c the period along the ten-fold axis of the related decago-
nal phase.

Another class includes metastable 1D quasicrystals resulting as interme-
diate states during the transformation from a decagonal phase to an ap-
proximant. Examples are rapidly solidified Al80Ni14Si6, Al65Cu20Mn15 and
Al65Cu20Co15 alloys [3] as well as slowly solidified Al70Co15Ni15. The phase
transformation can be described by the application of linear phason strain,
which also leads to a domain structure.

1 A2P marks directions along a twofold axis in case of icosahedral symmetry; for
the decagonal phase this direction is characterized by a hexagonal appearance of
six strong reflections in the diffraction pattern [2].
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Table 7.1. Lattice parameters of 1D quasicrystals, with a = m × 2.3 Å and c =
n × 2.0 Å[6]

m a [Å] n c [Å] Composition References

3 6.9 8 16 Al80Ni14Si6 [3]
5 11.5 6 12 Al65Cu20Mn15 [3]
5 11.5 8 16 Al75Fe10Pd15 [4]
8 18.4 6 12 Al65Cu20Fe10Mn5 [5, 6]
8 18.4 8 16 Al75Fe10Pd15 [4]

13 29.9 2 4 Al65Cu20Co15 [3]
13 29.9 6 12 Al65Cu20Fe10Mn5 [6]
18 41.4 6 12 Al65Cu20Fe10Mn5 [6]

References

1. K. Chattopadhyay, S. Lele, N. Thangaraj, S. Ranganathan, Vacancy Ordered
Phases and One-Dimensional Quasiperiodicity. Acta Metall. 35, 727–733 (1987)

2. K.K. Fung, C.Y. Yang, Y.Q. Zhou, J.G. Zhao, W.S. Zhan, B.G. Shen, Icosahe-
drally Related Decagonal Quasi-Crystal in Rapidly Cooled Al-14-at.%-Fe Alloy.
Phys. Rev. Lett. 56, 2060–2063 (1986)

3. L.X. He, X.Z. Li, Z. Zhang, K.H. Kuo, One-Dimensional Quasicrystal in Rapidly
Solidified Alloys. Phys. Rev. Lett. 61, 1116–1118 (1988)

4. A.P. Tsai, T. Masumoto, A. Yamamoto, Stable One-Dimensional Quasi-Crystals
in Al-Pd-Fe Alloys. Philos. Mag. Lett. 66, 203–208 (1992)

5. A.P. Tsai, A. Sato, A. Yamamoto, A. Inoue, T. Masumoto, Stable One-
Dimensional Quasi Crystal in a Al-Cu-Fe-Mn System. Jap. J. Appl. Phys. Lett.
31, L970–L973 (1992)

6. W.G. Yang, J.N. Gui, R.H. Wang, Some new stable one-dimensional quasicrystals
in an Al65Cu20Fe10Mn5 alloy. Philos. Mag. Lett. 74, 357–366 (1996)



8

Structures with 2D Quasiperiodicity

Axial quasicrystals have just one special axis N with multiplicity n larger
than two. Along this axis they show a periodic sequence of atomic layers,
which are ordered quasiperiodically in two dimensions. Theoretically, n could
be any integer and there are no principal geometrical restrictions. However,
all stable axial quasicrystals known so far show five- or ten-fold symmetry
only (cf. [99] and references therein). This is not too surprising since icosa-
hedral coordination is the most frequent atomic environment type (AET) in
intermetallic phases [26]. However, since polyhedra with icosahedral symmetry
cannot be packed without gaps, they are distorted and/or mixed with other
AET. There are a few reports on quasicrystals with 8- or 12-fold symmetry.
However, these quasiperiodic phases are either metastable or of poor quality.
Not a single quasicrystal with any other noncrystallographic symmetry has
ever been reported.

For the hypothetical case of 2D structures, it has been argued that only
quasicrystals based on quadratic irrationalities, a + b

√
c (a, b, c . . . rational

numbers), could be energetically stable [71]. Consequently, only quasicrystals
with 5-, 8-, 10-, and 12-fold symmetries would be allowed. In the more realistic
case of 3D QC, however, symmetries based on cubic irrationalities, such as 7-,
9-, 14- and 18-fold could also be possible according to this approach [84, 98].

It was also shown that weak matching rules, based on the alternation
condition, exist for tilings with n-fold symmetry, where n is either a prime
number or the double of a prime number. This means that a ground state
could exist for structures based on such tilings. Generally, in case of n-fold
rotational symmetry the irrationality would be of order φ(n)/2, i.e. a root of
the algebraic equation anxn + an−1x

n−1 + · · · + a1x + a0 = 0, where ai are
integers. φ(n) is Euler’s totient function, i.e. the number of all positive integers
k that are relatively prime to (do not contain any factor with) n, gcd(k, n) = 1
and k ≤ n (see Table 8.1). The number φ(n) is also equal to the number of
possible generators of the cyclic group Cn.

In 1985, the discovery of the first (metastable) axial quasicrystals, decago-
nal Al–Mn [11, 20], and dodecagonal Ni–Cr [53] was reported. The first stable



250 8 Structures with 2D Quasiperiodicity

Table 8.1. Values of Euler’s totient function for n-fold symmetry

n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

φ(n) 1 1 2 2 4 2 6 4 6 4 10 4 12 6 8 8 16 6

decagonal quasicrystal, Al10FeNi3, was actually discovered in 1982 [61], but
not identified as quasiperiodic before 1994 [70]. The first report on a sta-
ble decagonal phase, Al65Cu20Co15, was published in 1988 [46]. There are no
stable heptagonal and octagonal phases known so far, and only one, rather
poorly ordered, dodecagonal phase, Ta1.6Te, has been reported in 1998 [25]. It
should be mentioned here that the local axial symmetry and scaling properties
in some proteins show rotational orders n = 5, 7, 8, 9, 11 [54–56].

8.1 Heptagonal Phases

No regular or semiregular polyhedra (Platonic or Archimedian solids) exist
with rotational symmetry larger than five-fold. However, polyhedra with only
axial n-fold symmetry (e.g. prisms or pyramids) are possible for arbitrary n.
Indeed, (distorted) seven-membered rings are very common in the structures
of ternary borides and borocarbides (see later). These structures can be seen
as approximants of heptagonal quasicrystals. If approximants exist, why are
no heptagonal quasicrystals known so far?

A tiling with seven-fold (or any other) symmetry can be constructed by the
dual-grid method as easily as one with 5-fold symmetry (see also Sect. 1.2.4).
It gets more complicated, however, if one tries to construct a structure based
on a cluster with seven-fold symmetry. We demonstrate this by the example
of local polysynthetic twinning of pentagonal and heptagonal clusters (e.g.,
pentagonal and heptagonal bipyramids, respectively) (Fig. 8.1).

The first pentagon P (nucleus) is twinned along its edges: P + 5P → P5P.
The twinning is repeated at the edges of the τ2-times larger (in diameter)
aggregates: P5P + 5P5P → (P5P)5(P5P) and so forth. The local twinning
procedure applied to heptagons, already leads in the first shell of neighbors
to overlaps, which may cause problems in the case of real atomic clusters.
This problem can be overcome if one does not try to build the quasiperiodic
structure by overlapping heptagonal clusters but build the structure based on
at least three different unit tiles.

The heptagonal tiling consists of three different rhombic prototiles
(Fig. 8.2). The prototiles have a different frequency in the heptagonal tiling
and the approximant, respectively. In the tiling the frequency of the three
prototiles is proportional to their areas [119], while in the approximant it
depends on the order of the approximant.
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Fig. 8.1. Fractal n-grammal growth model for n = 5 and 7, respectively. The growth
takes place by twinning along the free edges of the n-gons and clusters of n-gons. In
case of pentagon-twinning, decagons (white) appear after the second twinning cycle.
These decagons consist of two hexagonal (H) and one boat tile (B) that are typical
for decagonal quasicrystals. A decagon of the type found in decagonal Al–Co–Ni,
decorated with Al (dark-gray, online: blue) and TM (light-gray, online: red) atoms,
is shown. In case of heptagons, even the first twinning cycle leads to overlapping
problems

Socolar [98] found that weak matching rules (alternation condition) can
exist for heptagonal tilings. This means that quasicrystals with this symme-
try could grow with bounded perpendicular-space fluctuations, just based on
local matching rules. However, there are some more complications. The 2D
quasiperiodic part of a QC with axial n-fold symmetry can be described as
a section of a 4D hypercrystal in case of quadratic irrationalities and of a
6D hypercrystal in case of cubic irrationalities. Consequently, in the case of
7-fold symmetry we need a 6D embedding space. Then the dimension of the
perpendicular space (4D) is higher than that of the physical space (2D). Con-
sequently, that there are two types of 2D phason fields instead of just one
for the known QC [51]. It is not known what consequences these degrees of
freedom may have for QC growth.
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Fig. 8.2. Structure types of borides and borocarbides with seven-membered rings.
The close relationship of structure motifs to the unit tiles (gray, online: yellow
rhombs and heptagons) of the heptagonal tiling is shown

8.1.1 Approximants: Borides, Borocarbides, and Carbides

Pentagonal symmetry is not only the dominating symmetry in quasicrystals
but also quite common in nature, particularly in living organisms [43]. By
contrast, heptagonal symmetry is rarely observed in nature, a few examples
are some representatives of sea weeds and ascidians [32]. More frequently ob-
served are seven-membered rings in organic heterocyclic molecules [80] and in
inorganic borides and borocarbides. Recently, the occurrence of heptagrammal
symmetry in proteins was reported [54–56].

There are several known structure types, such as borides, borocarbides
and carbides, which contain seven-membered rings. In all cases, the struc-
tures consist of 2D nets with intercalated metal atoms. Since a packing of
regular heptagons does not cover the plane without gaps and overlaps, at
least one other type of polygonal tile is needed. In Fig. 8.2 representatives of
structure types (see also Table 8.2) are shown, which are built from one or
two of the three unit tiles of the heptagonal tiling.
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Table 8.2. Crystallographic data of structure types containing seven-membered
rings

Nominal
composition

Pearson
Symbol

Space
Group

a (Å) b (Å) c (Å) References

YCrB4 oP24 Pbam 5.972 11.460 3.461 [69]
ThB4 tP20 P4/mbm 7.256 7.256 4.113 [124]
ThMoB4 oP24 Cmmm 7.481 9.658 3.771 [86]
Y2ReB6 oP36 Pbam 9.175 11.550 3.673 [68]
Na3B20 oC46 Cmmm 18.695 5.701 4.151 [2]
ScB2C2 oP20 Pbam 5.175 10.075 3.440 [97]
YB2C tP32 P42mbc 6.793 6.793 7.438 [7]
DyCoC2 oP8 Amm2 3.544 4.515 6.036 [57]

The most common structure types are YCrB4 and Y2ReB6 with ≈90 and
39 representatives, respectively. As can be seen in Fig. 8.2, the most regular
heptagons are obtained in a tiling together with pentagons and hexagons
such as in YCrB4. They are more strongly distorted in case of accompanying
rhombic or triangular tiles such as in YB2C.

The YCrB4 structure type [69], with more than 90 known representatives,
consists of vertically stacked, planar three-connected boron nets containing
five- and seven-membered boron rings (Fig. 8.2a). The metal atoms are lo-
cated halfway between the nets. The atomic distances indicate that the metal
atoms donate their valence electrons to the covalently bonded boron net. How-
ever, there is no pure ionic bonding between metal cations and the anionic
boron net. Covalent bonding between metal and boron atoms also plays a sig-
nificant role. Geometrically, the structure can be seen as built from heptagonal
bipyramids decorating the vertices of a tiling of squashed hexagons (Fig. 8.2).
The heptagonal bipyramids consist of a heptagonal boron ring capped by the
large rare earth (RE) ions. The voids left by the heptagonal bipyramids corre-
spond to pentagonal bipyramids capped by the smaller transition metal (TM)
ions. The structure of Y2ReB6 (B5, B6, and B7 rings) can be seen as inter-
mediate between the structure of YB2 (AlB2-type; only B6 rings) and that of
YReB4 (YCrB4-type; B5 and B7 rings) [68]. Rare-earth metal borocarbides
with ScB2C2- and YB2C-type, respectively, are crystal-chemically very simi-
lar to the borides [8]. However, with the way of ordering B and C atoms in the
B–C network (’coloring problem’), borocarbides possess additional degrees of
freedom.

The electronic structures of YCrB4, Y2ReB6 and MgC2B2, with a struc-
ture closely related to superconducting MgB2, were studied by [79]. YCrB4,
becomes a narrow-gap semiconductor, which could be transformed to the
metallic state by hole or electronic dopants. Boron σ-bands are responsible
for the superconductivity in MgB2. Doping of YCrB4 would change the occu-
pancy of Cr 3d states rather than those of boron. Therefore, a transition to a
superconducting state not would be very probable. More promising could be
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doping of Y2ReB6 that already has metallic properties. The creation of holes
could be achieved by partial substitution of Re by W, for instance.

8.1.2 Approximants: γ-Gallium

Another example of a structure with local heptagonal symmetry is metastable
γ-gallium, which can be obtained from supercooled liquid gallium at atmo-
spheric pressure [13]. The structure consists of heptagonal antiprisms centered
by a chain of Ga atoms parallel to the c-direction (Fig. 8.3). Between the an-
tiprisms there are ladders of Ga atoms running along c as well.

8.2 Octagonal Phases

The first octagonal phase was discovered in 1987 in rapidly solidified sam-
ples of V–Ni–Si and Cr–Ni–Si alloys [115]. It is amazing that all other
(metastable) octagonal phases known so far have been discovered within two
years 1987/1988 (Table 8.3).

z

x

y

x

zy

Fig. 8.3. Structure of γ-gallium projected along the c-direction (left drawing) and
along the a-direction (right drawing). The crystallographic data are: oC40, Cmcm,
a = 10.593, b = 13.523, c = 5.203 Å [13]. Different colors (online) mark Ga atoms
belonging to different structural subunits: single chains, double chains, and heptag-
onal antiprisms
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Table 8.3. Octagonal quasicrystals known so far. All phases have been obtained by
rapid solidification and are metastable

Nominal composition Period (Å) 5D space
group

References

Cr5Ni3Si2 6.3 [115]
Mn4Si 6.2 [16]
Mn82Si15Al3 6.2 I84/mcm [10, 116]
Mn-Fe-Si [117]
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Fig. 8.4. Octagonal Ammann–Beenker tiling with Ammann lines drawn in. The left
part of the tiling is covered with the two octagon patches shown below [10]

A detailed structure model of o-Mn80Si15Al5 was derived from HRTEM
images based on the structure of β-Mn [52, 58]. The structure model consists
of stackings of four quasiperiodic layers with sequence . . . ABAB′. . . and a
period of 6.3 Å. The layer A shows eight-fold symmetry while the layers B and
B′ are four-fold symmetric only. B′ results by rotating layer B by 45◦. Each
layer corresponds to a quasiperiodic tiling built from 45◦ rhombs and squares
with edge length ar = 8.2 Å. These unit tiles can be further decomposed to
tiles with an edge length a′

r = 3.4 Å, smaller by a factor
√

2 − 1. The local
symmetry is 84/mmc. Based on this model, a covering cluster description was
derived (Fig. 8.4) and shown that this octagonal QC has the highest density
of octagonal prismatic clusters [10].

A continuous change from metastable o-Cr–Ni–Si and o-Mn–Si–Al to the
cubic phase with β-Mn type structure was observed by moving the SAED
aperture successively from the octagonal to the cubic area of the samples [118].
An orientational relationship, [001]β−Mn‖[00001]oct and [100]β−Mn‖[11000]oct,
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between coexisting cubic β-Mn and the octagonal phases o-Cr–Ni–Si and
o–Mn–Si–Al was observed [118] and the structural relationship is described in
[72]. This transformation was explained by gradual introduction of a phason
strain field [76] and a theoretical model based on the Schur rotation, i.e. a
one-parameter rotation in the nD description [5].

8.3 Decagonal Phases

Decagonal quasicrystals are characterized by their decagonal diffraction
symmetry 10/m or 10/mmm. The period along the tenfold axis is an even
number of atomic layers. There are examples of two-, four-, six-, and eight-
layer periodicity (Tables 8.4, 8.5, 8.6). The stability ranges of decagonal
phases are schematically shown in Fig. 8.5.

Although decagonal QC can be described as periodic stackings of
quasiperiodic layers, this is only a geometrical picture. Indeed bonding does
not differ between layers and within layers. Typical structural building units,
such as pentagonal bipyramids or icosahedral clusters, extend over more
than one atomic layer. This is also reflected in the kind of disorder observed.
One never sees stacking disorder in stable QC, which could be observed as
diffuse streaks parallel to the periodic axis. Diffuse scattering is exclusively
within the layers perpendicular to this axis. Consequently, decagonal QC
could rather be seen as packings of columnar clusters.

Decagonal quasicrystals with six-layer periodicity show icosahedral pseu-
dosymmetry. This means, they are more closely related to icosahedral qua-
sicrystals than those with other periodicities.

8.3.1 Two-Layer and Four-Layer Periodicity

The stable decagonal quasicrystals with a period of two or four atomic lay-
ers along the tenfold axis as well as some of their approximants are listed in
Table 8.4. There is a close structural relationship between the different modi-
fications of decagonal Al-based phases including their approximants. This will
be discussed with reference to selected models of d-Al–Co–Cu and d-Al–Co–Ni
in the following section.

We want to recall here that by ‘cluster’ we mean just structural building
units without implying any crystal-chemically relevant properties that are
different from their environment. It is rather assumed, that the clusters used
here are ensembles of crystal-chemically favorable local AET in a preferred
constellation to each other. When two clusters overlap, most atomic positions
that are favored by the two contributing clusters do match. If two atomic
positions do not coincide, they will generate split positions, corresponding
to phason flips in the nD description. Both generated positions are crystal-
chemically equivalent, as they belong to both clusters at the same time.
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Table 8.4. Stable decagonal quasicrystals with two- or four-layer period and some
of their approximants (listed below the line). The pseudodecagonal axis is underlined
(SG. . . space group, PS. . . Pearson symbol)

Nominal composition Layers/period Lattice
parameters (Å)

SG/PS References

Zn58Mg40Dy2 2 [90]
Zn58Mg40RE2 2 [91]

(RE =
Dy, Er, Ho, Lu, Tm, Y)
Al70+xNi15+yCo15+z

a 2 or 4 [99, 107]
Al70Ni15Fe15 2 or 4 [107]
Al65Cu15Rh20 2 or 4 or 6 [109]
Al70Ni20Rh10 2 or 4 [111]
Al65Cu20Co15 4 [46, 102]
Al65Cu20Ir15 [4]

Co4Al11 2 a = 24.661(5) P2 [73]
Al73.2Co26.8 b = 4.056(9) mP52

c = 7.569(2)
β = 107.88(3)◦

(Co1−y,Niy)4Al13−x 2 a = 17.071(2) C2/m [126]
Al75.2(Co,Ni)24.8 b = 4.0993(6) mC34-1.8

c = 7.4910(9)
β = 116.17(1)◦

Co2Al5 4 a = 7.6717(4) P63/mmc [15]
Al71.5Co28.5 c = 7.6052(5) hP28

Co4(Al,Cu)13 4 a = 15.2215(4) Cm [33]
Al71.5Co23.6Cu4.9 b = 8.0849(2) mC102

c = 12.3908(3)
β = 108.081(1)◦

Co4Al13 4 a = 8.158(1) Pmn21 [37]

Al76Co24 b = 12.342(1) oP102
c = 14.452(2)

Co2NiAl9 6 a = 12.0646(7) Immm [36]

Al74.8Co17.0Ni8.2 b = 7.5553(7) oI96
c = 15.353(1)

Co21.1Ni7.1Al71.8 4 a = 39.668(3) Cm [44, 103]
Al71.8Co21.1Ni7.1 b = 8.158(1) mC530

c = 23.392(1)
β = 90.05(1)◦

a Broad stability range with eight quasiperiodic modifications

This feature is of importance for the understanding and development of
growth models, more specifically for the geometrical aspects that can lead
to quasiperiodicity. Two overlapping clusters are the geometrical equivalent
of one cluster, that already contains in itself a part of the next neighboring
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Fig. 8.5. Stability regions of decagonal quasicrystals. RE denotes the rare earth
metals Y, Dy, Ho, Er, Tm, Lu in case of d-Zn–Mg–RE. Note that only the A-rich
parts (50 � A � 100 at.%) of the concentration diagrams are shown (based on [42])

cluster. By having one cluster, we therefore have also the germ from which
the next cluster can grow. Besides this ansatz for the development of a growth
model, we will not go into this field as it is beyond the scope of this book.
Here, we will focus on the geometrical aspects of the models for Al-based
decagonal QC with four-layer periodicity.

In Fig. 8.6, we illustrate how structure models can be derived for the d-
phases in the systems Al–Co–Ni, Al–Co–Cu, and Al–Fe–Ni. They are built by
decorating particular tilings with clusters of diameter ≈20 Å and symmetry
102m. Two different clusters (cluster 1 and 2) are needed as building units in
all cases but two, the approximant τ2-Al13Co4 [88, 89] and d-Al64Co14Cu22

[106]. Their structures are drawn in gray (online: red) boxes in Fig. 8.6.
All clusters have a four-layer structure with ≈8 Å periodicity. The periodic

direction is oriented along the 10-fold axis (z-direction). The layers are denoted
A (z = 0), B (z = 1/4), C (z = 1/2), and D (z = 3/4) Fig. 8.6. Layers A and
C are flat (all atoms have the same z-coordinates) and lie on mirror planes.
Layers B and D are puckered (atoms have different z-coordinates) and are
related to each other by the mirror planes at z = 0 (A) and z = 1/2 (C). This
means, that the structures of B and D are equal if projected along the periodic
direction. Therefore, only the structure of layer B is depicted in Fig. 8.6.

The differences in the structures of layers A and C are small in every
case and affect only a part of the Al positions. For most of the phases, the
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experimental resolution does not allow to identify them. Then, we denote
C = A′, and only layer A is given. For the Co-rich phase, layer C in cluster
1 is derived from the structure of the W-phase. For cluster 2 of the d-phases
it is assumed that layer C shows the same structure as layer A. The fivefold
symmetry of cluster 1 (10 = 5/m) can be broken in some cases by the pre-
ferred occupancy of split positions in layer A. In these cases, five different
orientations of cluster 1 can be distinguished within the structure.

The structure of the W-phase shows a shift of 1/2 in z-direction of
neighboring clusters. Therefore, each layer perpendicular to the z-direction
contains A and C, or B and D of different clusters. We assume that such
shifts are also essential in the decagonal phases. However, we will not include
shifts of clusters along the periodic direction or accurate z-coordinates of the
puckered layers in the modeling. As can be seen in Fig. 8.6, several phases
have layers of clusters in common. The most prominent example is layer B of
cluster 2 that has the same structure for every two-cluster-phase. Figure 8.6
can also be read as a derivation chart of the models, as the small structural
changes interconnecting the different phases are denoted with arrows in each
layer. The cluster of τ2-Al13Co4, the only binary phase here, is derived from
the W-phase and used as a starting point. We refer to this cluster as the
fundamental cluster.

The tilings underlying the model structures are also given in Fig. 8.6 for
all phases. In every case, except for the approximants and the Co-rich phase,
superclusters can be defined (referred to as ‘units’ in the figure). The tilings are
either rhomb PT or HBS tilings that can be decorated with the superclusters.
The Co-rich phase results from decorating a pentagon PT with clusters 1
and 2. Of course, all tilings refer to idealized, averaged structures obtained
from electron density maps based on single crystal XRD. HAADF-STEM (Z-
contrast) images give access to their local structures, i.e. the projected clusters
and their local arrangements. The data suggest that the structures are not
strictly quasiperiodic, but show some random fluctuations.

8.3.1.1 d-Al–Co–Cu

In 1988, the first stable decagonal phase was discovered in a sample with
a composition Al65Co15Cu20 [46]. Of the identified d-phases with two-,
four-, six-, and eight-layer periodicities, only the one with four-layer pe-
riodicity was later proved to be stable [38–41, 108]. The mass density of
d-Al62Co20Cu15Si3 (a1−4 = 3.776(8), a5 = 4.1441(5) Å) has been determined
to ρm = 4.53(3) Mgm−3 [63]. The d-phase as well as the monoclinic approx-
imant m-(Al,Cu)13Co4 and the τ -phases lie on the connecting line between
Al3Co and the vacancy-ordered phase AlCu.

The first quantitative single-crystal X-ray structure analysis of the d-phase
in the system Al–Co–Cu was performed on d-Al65Co15Cu20 [102]. The struc-
ture was solved by the 5D Patterson method, 11 parameters were refined
against 259 reflections to R = 0.098 in the 5D space group P105/mmc. The
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structure was discussed in terms of pentagon tilings, one of the TM atoms
with 4.7 Å edge length and another one of Al atoms with 2.9 Å edge length.
The close resemblance to m-Al13Co4 was pointed out.

A ternary model of d-Al64.8Co19.6Cu15.6, an HBS-tiling (edge length
≈ 6.38 Å) decorated with pentagonal 11-atom clusters, all in the same ori-
entation in a given layer, was studied by total energy calculations [22].
The formation of Co–Cu zigzag chains (corresponding to a matching rule) was
energetically more favorable than Co–Co or Cu–Cu chains. Remarkably, some
Cu atoms and off-plane atoms in the tile interior as well as the cluster position
along the z-direction exhibited fluctuations down to very low temperatures
<100 K. A further study based on these results employed tile Hamiltonians
with effective interactions between and within tiles [3]. The preferred Co-Cu
interaction was confirmed. It was also shown that pure HB-tilings are lower
in energy than HBS-tilings. At 1,000 K, 72◦ angle interactions (i.e. tile edges
meet in a vertex withy 72◦ angle) are dominant compared to 144◦ ones.

Example: Structure Model of d-Al64Co14Cu22

According to its electron micrographs, d-Al64Co14Cu22 [106] is the only d-
phase in the investigated systems that can be modeled by just one cluster type.
Although SAED patterns indicate the existence of a disordered four-layer pe-
riod, we present here only the two layer model of the basic structure [27]. The
electron micrographs used for modeling do not contain enough information
for identifying the disordered four-layer superstructure. The structures of the
layers and their projection along the periodic direction are shown in Fig. 8.7.

A B AB

AI TM AI/TM

Fig. 8.7. Structure of the basic cluster of d-Al64Co14Cu22. Layers A, B and their
projection along the periodic direction are shown. The lower part of the figure shows
the allowed arrangements of two clusters
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Layer A of the cluster corresponds to layer A of cluster 2 in the phases
with structure type from Co-rich to S1 (Fig. 8.6). Layer B shows additional
mixed occupation of Al and TM in the center, and therefore corresponds to
the layer B of cluster 1 in the Co-rich phase. For an overview of the structure
of d-Al64Co14Cu22 compared to the other phases, see Fig. 8.6.

An important feature of the model is that all the clusters have the same
orientation in the structure. There is only one permitted way of overlapping
(Fig. 8.7), which is the same as the one between clusters of the same kind
in the phases from type Co-rich to AlFeNi (Fig. 8.6). The overlap region of
the two clusters is of hexagonal shape. One cluster can overlap with maximal
three clusters (see Fig. 8.9 or 8.10). The other allowed cluster configuration is
realized when two of them have one decagon edge in common.

In Fig. 8.8, the ideal structures are shown of two overlapping clusters.
Within the overlap region, one can see what split positions and chemically
mixed sites are created. On the right side of the figure, only the overlap region
of the clusters is shown, where all split positions were eliminated in favor of
an idealized structure, which will be used from now on.

There are two superclusters needed for the decoration of the tiling. In
Fig. 8.9, one of them is shown in projection along the periodic direction.
The second supercluster is a subset of the first and consists of the cluster in
the center, surrounded by ten more clusters. Those clusters have each one
edge in common with the central cluster, and each one of them overlaps with
two of its neighbors. Figure 8.10 shows a pentagon PT decorated with the
superclusters. Dark-gray (online: red) vertices of the tiling are decorated with
the large supercluster, light-gray (online: yellow) with the smaller one.

Figure 8.11 shows an Cs-corrected HAADF-STEM image [106] of d-
Al64Co14 Cu22 in comparison with the model. Since the resolution of the
image is very high, even the Al positions of the model can be compared with
the experimental data.

Al/TMTMA

Fig. 8.8. The overlap of two clusters is shown in projection along the periodic direc-
tion. At left, we see the generated split positions and introduced chemical disorder.
At right, the overlap region is shown with the preferred occupation of split positions
in the structure
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Fig. 8.9. A supercluster of d-Al64Co14Cu22 is shown in projection along the periodic
direction. It consists of 31 clusters which have only one allowed orientation and one
kind of overlap. A second supercluster is needed for the decoration of the rhomb
PT shown in Fig. 8.10. It is a subset of the cluster shown here, and consists of the
cluster in the center and the ten neighboring clusters. They have each one decagon
edge in common with the cluster in the center

Example: Structure Model of d-Al–Co–Ni

The system Al–Co–Ni, its d-phases and approximants have been in the fo-
cus of decagonal QC research of the last 20 years. It is an excellent model
system: the phase diagram is quite well known (Fig. 8.12); large and rather
perfect single crystals can be easily (and cheaply) grown; several ordering vari-
ants (modifications) of the decagonal phase have been found as a function of
temperature and/or composition; the full power of electron-microscopic and
surface-imaging methods can be used due to the short translation period (2–4
atomic layers) along the tenfold axis.

In the Co-rich corner of the stability region of d-Al–Co–Ni, a ‘basic Co-
rich’ pentagonal phase (‘5f’) with a HT and an LT modification was found.
Increasing the Ni-content, at HT a 1D quasiperiodic phase was identified, at
LT an approximant; at even higher Ni concentrations, two LT modifications
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Fig. 8.10. Rhomb PT decorated with the two types of superclusters. Yellow/red
vertices are decorated with the small/large supercluster

Fig. 8.11. Cs-corrected HAADF-STEM image of d-Al64Co14Cu22 [106] shown with-
out and with overlaid structure model. This high-resolution image even allows to
verify most of the Al-sites in the model additionally to the TM sites



8.3 Decagonal Phases 265

Fig. 8.12. Temperature concentration section Al74Co26–Al69Ni31. The transforma-
tions within the d-phase are determined by dilatometric measurements. The phase
diagram is delineated assuming second-order transformations between the d-phase
modifications (from [75]). 5f basic Co-rich pentagonal phase with HT and LT modi-
fication I, II superstructures type I, II, S1 superstructure type I with only first-order
superstructure reflections, bNi . . . basic Ni-rich d-phase

(‘superstructure type I’ and ‘S1’) and a HT decagonal phase (‘basic Ni-rich’)
were discovered.

It is still not fully clear whether all these modifications are stable and
how large the stability ranges of the stable phases are, in particular at low
temperatures (T < 500◦C). There is some experimental evidence that the
‘superstructure type II’ is a metastable, orientationally five-fold twinned nan-
odomain state [28], for instance, and the superstructure S1 may be just an
intermediate HT state of the superstructure type I (second-order satellites
usually disappear faster with temperature then first order ones). The recipro-
cal basis of the superstructure type I is related to that of the ‘basic Ni-rich’
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d-phase by rotoscaling (rotation by π/10 and scaling by a factor
√

3 − τ).
The determinant of the transformation matrix equals five. The d-phases in
the binary boundary systems Al–Co and Al–Ni are metastable.

The structure of the basic Ni-rich phase, with two-layer period, can be
described by a somewhat disordered cluster decorating a highly perfect pen-
tagonal Penrose tiling. In the superstructures of types I and II, the pentagonal
clusters are ordered anti-parallel along the ≈20 Å linkages. The basic Co-rich
phase is seen to be more related to the superstructures than to the basic
Ni-rich phase. The structure contains domains of equally oriented pentagonal
clusters. The pentagonal phase is characterized by a parallel orientation of all
pentagonal clusters. The 1D quasicrystal, with periods ≈30.7 Å and ≈4.1 Å,
also contains the pentagonal clusters in parallel orientation.

Several quantitative single-crystal X-ray diffraction structure analyses of
the basic Ni-rich modification have been performed so far (see, e.g., [19, 105]
and references therein). As example, the projected electron density function
of d-Al70.6Co6.7Ni22.7 is shown in Fig. 8.13 in comparison with a HAADF
(Z-contrast) image.

In the following, structure models of some of the different modifications are
discussed (for a more detailed discussion see [27]). In Fig. 8.14 the structure of
the W-phase is shown, with clusters 1 and 2 drawn in (cluster 1 with an empty
pentagon inside, cluster 2 with a filled gray pentagon). Neighboring clusters

Fig. 8.13. (a) The projected electron density of d-Al70.6Co6.7Ni22.7 is shown in
a 45 Å ×45 Å contour plot. A pentagonal Penrose tiling is drawn in (online: green
lines) (edge length ar = 4.625 Å). A group of five Gummelt decagonal clusters with
20.600 Å diameters is labeled by Greek letters. The centers of the Gummelt decagons
are located on a τ2-inflated version of the pentagon tiling. (b) The projected electron
density on a resolution comparable to that of the HAADF image (from [1]) copied
upon the place of Gummelt decagon α. Black corresponds to zero density, white to
maximum density
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Fig. 8.14. Structure model of the W-phase, a monoclinic approximant to d-Al–Co–
Ni. Cluster 1 is drawn with an empty pentagon inside, cluster 2 with a gray-shaded
pentagon. Two layers of the W-phase are shown, at y = 0 layers A and C and at
y = 1/4 layers B and D. This is due to the 1/2 b shift of neighboring clusters

Fig. 8.15. Structure model of Co-rich d-Al–Co–Ni. Cluster 1 is denoted by a non-
shaded pentagon, cluster 2 by a shaded pentagon. The decagonal borders of the
clusters are not shown here. All clusters of one kind have the same orientation.
Clusters 1 and 2 are in anti-orientation to each other

are shifted by 1/2 b. The notation of the axes follows here the monoclinic
setting of the W-phase (space group Cm, lattice parameters a = 39.668 Å, b =
8.158 Å, c = 23.392 Å, and β = 90.1◦). Therefore, the y-direction corresponds
to the periodic direction of the decagonal phases, and is referred to as z-
direction in Sect. 8.3.1.1.

A part of the structure model of the Co-rich phase is shown in Fig.
8.15. Clusters 1 and 2 are marked by white and gray-shaded pentagons. The
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decagonal borders of the clusters are not drawn in (compare Fig. 8.18). Two
clusters of the same kind can have one pentagon corner in common, while
the pentagon edges form a straight line. Clusters 1 and 2 can coincide on one
edge of the pentagons and have a very small overlap region. One can see how
the local structure of the clusters changes within an overlapping region.

All clusters of the same kind have the same orientation. Clusters 1 and 2 are
in anti-orientation to each other. Most related d-phases show this structural
feature. Exceptions are the S1 and basic-Ni phase (see tilings in Fig. 8.6).
d-Al64Co14Cu22 is single clustered and shows only one cluster orientation.

An important difference of the W-phase lies in the orientation of the
clusters. In contrast to the Co-rich d-phase, clusters of different kind have
the same orientation in the W-phase. While in the Co-rich d-phase only
overlaps of clusters of the same kind are allowed, in the W-phase overlaps are
allowed only between clusters of different kind. One can see in this example,
how different overlapping rules can result in a periodic, or in a quasiperiodic
arrangement of clusters. The overlaps in the W-phase seem to distort the
ideal cluster structure more than that in the Co-rich d-phase (compare Figs.
8.14 and 8.18). Structural and chemical disorder certainly contributes signif-
icantly to the stabilization of the periodic arrangement of the clusters in the
W-phase, which is a HT phase. All ideal atomic positions in a cluster can be
derived in accordance with its decagrammal symmetry. This is demonstrated
in Fig. 8.16 for the clusters of the type I phase.

Layers A and B are shown for both kinds of clusters. All atoms lie in in-
tersecting points within a certain decagram, or between two decagrams. Some
Al atoms lie on decagrams in scaled decagons on the borders of the clusters
(layer B, cluster 1, and both layers cluster 2). In this case, the construction
of the ideal positions is only shown for one of the scaled decagons (drawn in
yellow in Fig. 8.16). The rest of the construction is symmetrically related to
the one that is given in the figure.

The d-phases of type I, type II (Al70Co15Ni15), Al65Co15Cu20, Al72Fe5Ni23,
S1, and basic-Ni are closely related to each other in their cluster structures
(see overview in Fig. 8.6). With the exception of the S1 and basic-Ni phase,
they also have in common the tiling underlying their average structure. This
can be seen in the electron density maps obtained by single crystal XRD. A
characteristic difference between those phases can be found in their preferred
occupation of radial split positions in layer A, cluster 1 (see Fig. 8.17).

There are two possible occupations of the split positions in the structures
which maintain the fivefold symmetry of cluster 1. They correspond to the
preferred occupations in the d-phases of type I and S1/basic-Ni. These two
configurations are connected by a flip of all involved atoms. If only a subset
of the atoms occupies different split positions, the symmetry of the clusters is
broken. These clusters can occur in five different orientations in the structure,
and build superstructures. For comparison with experiment, see Fig. 8.19 for
the type I d-phase, and Fig. 8.20 for the type II d-phase. One of these clusters
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A B

A B

{10} {10/2} {10/3} {10/4} Al TM AI/TM

Fig. 8.16. Clusters of the type I phase of d-Al-Co-Ni. Clusters 1 and 2 are denoted
with white and gray filled pentagons. Layers A and B are given in both cases. All ideal
atomic positions can be derived as intersections of decagrams within the clusters.
The Schläfli symbols of the decagrams are given at the bottom of the figure with the
corresponding color of the decagrams

is denoted in red in each figure. The five different orientations of the clusters
can also be seen where the fivefold symmetry is broken.

In the following, the model structures are compared with experimental
data. In the upper part of Fig. 8.18, the local arrangement of clusters in Co-rich
d-Al-Co-Ni is shown. It does not correspond to an ideal quasiperiodic tiling,
but rather to an arrangement based on crystal-chemically favorable AET re-
sulting from allowed overlaps. Experimentally caused distortions of the image
are taken into account in the overlaid model. One sees how the small pentagons
are generated by atoms at the cluster borders in one of their possible arrange-
ments. The regions of the structure which cannot be explained with the usual
cluster [103] correspond to a cluster, the neighbors of which are not overlap-
ping in the immediate region of this cluster, and to a center where five clusters
coincide. Both regions are indicated by (online: red) stars in the upper part of
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A

A

A

AB

AB

AB

A AB

type II /

Al70Co15Ni15

Al70Fe5Ni23

type I

S1 / b-Ni

Al TM

Fig. 8.17. Occupancy of radial split positions in layer A, cluster 1 of the d-phases
of type I, type II (Al70Co15Ni15), Al72Fe5Ni23, S1, and basic-Ni. Split positions are
denoted with small black arrows in the A layers of each cluster. The atomic deco-
rations correspond to the preferred (not an absolute) occupation in the phases. We
can see symmetry breaking in the clusters framed by the black boxes. The projection
(AB) of each cluster is shown in the lower part of the figure
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Fig. 8.18. In the upper part of the figure, a local arrangement of clusters in Co-rich
d-Al–Co–Ni is depicted. In the lower part, the structure model is compared to a
HAADF-STEM image [50]. One sees how the small pentagons (black dots, online:
pink dots) are generated by the atoms at the cluster borders in one of their possible
arrangements

Fig. 8.18. The (online: red) stars have opposite orientation and correspond to
the two structural motives that cannot be generated with the usual cluster.
Each structure motif appears only in one orientation within the structure.
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Fig. 8.19. Projected electron density map of the type I phase obtained from single
crystal XRD [30] with structure model superimposed. Clusters 1 and 2 are drawn
with white and gray shaded pentagons

Fig. 8.20. Projected electron density map of the type II phase [100] without and
with overlaid structure model. Clusters 1 and 2 are drawn with empty and gray
shaded pentagons. The black (online: red) on the right denotes the center
of the supercluster. One cluster of type 1 is highlighted in gray (online: red)

Figure 8.19 shows an electron density map of the type I phase obtained
from single crystal XRD [30] in projection along the periodic direction.

Similarly, the electron density map of the type II phase and the compar-
ison with the model is shown in Fig. 8.20. One supercluster is plotted and

 arrow
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compared to experiment. The preferred occupation of Al-split positions pre-
viously discussed is visible. Here, we compare with a cluster for which we
decided on the preferred occupation of split positions in general, to get the
best agreement for an idealized model. However, all split positions visible in
the electron density map are generated through overlaps between clusters.
They can be explained (and predicted) within the model, as atomic positions
which are most favorable for the participating clusters.

8.3.2 Six-Layer Periodicity

The first decagonal phase identified as such was metastable d-Al–Mn with
six-layer periodicity along the ten-fold axis. d-Al–Mn can be stabilized by sub-
stituting mainly Al by Pd (Table 8.5). Close to the composition of d-Al–Mn,
several stable approximants are known (Table 8.5). These are Al11Mn4 (a
rational 3/2-approximant according to [127]), hexagonal μ-MnAl4.12 [96] and
λ-Al4Mn [66], and orthorhombic Y–Al3Mn [83, 95]. The structure of Y–Al3Mn
can be seen as a squashed-hexagon (H) tiling decorated with edge-sharing pen-
tagons. Each pentagon is filled with a pentagonal columnar cluster.

The only stable decagonal phase with six-layer period studied so far in
several semi-quantitative structure analyses is d-Al–Mn–Pd. We present one
of the structure models for d-Al70.5Mn16.5Pd13 [101] (Fig. 8.21). It can be
described as periodic stacking of two different quasiperiodic layers A (puckered
±0.3 Å) and B (flat) with sequence ABAaba (a, b correspond to layers A, B
rotated by π/5). In terms of the physically more reasonable cluster model,
it can be described by ≈20 Å columnar clusters decorating the vertices of
a disordered Robinson triangle tiling. From the similarities in the respective
projected 3D Patterson functions of the d-phase and Al3Mn [47], the similarity
of their projected local structures (at least for interatomic distances <12 Å)
can be concluded.

Table 8.5. Stable decagonal quasicrystals with six-layer period and some of their ap-
proximants (listed below the line). The pseudodecagonal axis is underlined (SG space
group, PS Pearson symbol)

Nominal composition Lattice
parameters (Å)

SG/PS References

Al70.5Mn16.5Pd13 a1−4 = 3.891(1) P105/mmc [9, 101]
a5 = 12.557(4)

Al40Mn25Fe15Ge20 [121]
Ga33Fe46Cu3Si18 [34]
Ga43Co47Cu10 [34]
Ga35V45Ni6Si14 [34]

Al75Mn20Pd5 a = 14.727(3) Pnma [78]
(Al3Mn-type) b = 12.509(3) oP156

c = 12.600(3)
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x3=0.063

x3=1/4

x3=0.113

Fig. 8.21. 23.4 Å by 23.4 Å parallel space (11000) electron density maps of d-Al70.5

Mn16.5Pd13 [101] with a model derived from electron-microscopic images [48] model
(gray, online: red drawing; Al empty circles, Mn/Pd full circles) superposed. Sections
correspond to (a) x3 = 0.063, (b) x3 = 0.113 (puckered layers), (c) x3 = 0.25 (flat
layer on mirror plane)

It is remarkable that the projected electron densities of d-Al70.5Mn16.5Pd13

and i-Al68.7Mn9.6Pd21.7 [14] agree quite well. Even the atomic sites on the
layers A, B have their counterparts in the icosahedral phase. Thus the d-phase,
which has pseudoicosahedral symmetry like other d-phases with 12 Å period,
is an approximant of the i-phase. Of course, there is also a close resemblance
between the structures of d-Al–Mn–Pd and d-Al–Mn.
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8.3.3 Eight-Layer Periodicity

There are a couple of metastable and a few possibly stable d-phases known
with eight-layer periodicity (Table 8.6). The stable phases d-Al–Pd–TM
(TM = Ru,Os) can be seen as transition-metal stabilized d-Al–Pd. Metastable
d-Al–Pd was discovered by rapid solidification in the year 1986 by different
groups independently from each other [6, 12, 87]. Its structure was derived
based on electron-microscopic images and the structure of the orthorhombic
(2/1,1/1)-approximant Al3Pd [77]. The latter one can be seen as a squashed-
hexagon (H) tiling decorated with edge-sharing decagons. The decagons are
each filled with one pentagonal columnar cluster. The phase diagram of Al–Pd
was recently revised [123].

Besides some qualitative models based on electron microscopic images of
metastable d-Al–Pd and its approximants, semiquantitative single-crystal X-
ray diffraction studies of almost isostructural d-Al–Os–Pd, d-Al–Ir–Os, and
d-Al–Ni–Ru were performed [18, 60, 92]. The evaluation of the large-scale
electron density maps resulted in a first structure model. A pentagonal Penrose
tiling with edge length ar = 4.799 Å is the basis for a dual HBS-supertiling
(edge length as

r = 6.605 Å) decorated appropriately by decagonal clusters with
21.378 Å diameter (Fig. 8.22). The atomic surfaces have been reconstructed
by fitting the MEM electron density maxima to 3D Gaussians and lifting to
5D space (Fig. 8.22e).

Table 8.6. Stable decagonal quasicrystals with 8-layer periodicity and some of
their approximants (listed below the line). The pseudo-decagonal axis is underlined
(SG. . . space group, PS. . . Pearson symbol)

Nominal composition Lattice parameters [Å] SG/PS References

Al75Os10Pd15 a1−4 = 3.8986(3) P105/mmc [18, 110]
a5 = 16.750(3)

Al75Ru10Pd15 [110]
Al73Ir14.5Os12.5 a1−4 = 3.864(3) P105mc [60]

a5 = 16.821(8)
Al70Ni20Ru10 a1−4 = 3.8361(5) P105/mmc [92, 104]

a5 = 16.539(3)

PdAl3
a a = 23.36 Pna21 [77]

Al72.5Pd27.5 b = 12.32 oP280
c = 16.59

Pd13Ru12Al75
b a = 23.889(3) Pna21 [128]

Al75Pd13Ru12 b = 32.802(3) oC
c = 16.692(1)

a 2/1,1/1-approximant; b 3/2,2/1-approximant
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a b

c d

e

Fig. 8.22. (a) Projected MEM electron density map (39×39Å
2
) of d-Al75Os10Pd15

(0 � z � 1/4). The reconstructed structures of the layers are shown for (b) z = 0,
(c) z = 1/8, (d) z = 1/4 with pentagon tiling and HBS-supertiling drawn in (empty
circles Al, full grey circles Pd, black full circles Os; circle size is proportional to
the occupancy of the site; diamonds Al atoms shifted from the mirror plane). (e)
Reconstructed atomic surfaces for layers at z = 0, z = 1/8 and z = 1/4. The
surfaces show displacements along z. The numbers q refer to the positions of the
atomic surfaces, 1/5(p p p p 5z) on the diagonal in the 5D unit cell (black dots Os,
dark grey Pd, light grey Al; dot size is proportional to occupancy of the site) [18]
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8.3.4 Surface Structures of Decagonal Phases

Surface studies have merely been performed on d-Al–Co–Cu and d-Al–Co–Ni
since these are the only decagonal quasicrystals which can be grown in the size
needed for experiments. One of the main results is that the surface structures
of these quasicrystals are not reconstructed and that each atomic layer can be
a termination layer. For a review on the structure of quasicrystal surfaces and
overlayers see, e.g., [94]. In the following section a few examples are shortly
discussed for illustration.

The first study of a QC surface was performed by scanning tunneling
microscopy (STM) on d-Al65Co20Cu15 [64]. The terraced structure was found
similar to a decorated pentagon Penrose tiling and there were no indications
of a reconstruction. Similar conclusions were drawn for d-Al72.1Co16.4Ni11.5,
which was investigated by spot-profile analysis low-energy electron diffraction
(SPA-LEED) [35].

The first STM study of both the ten- and two-fold surface of d-
Al72Co16Ni12 revealed atomically flat terraces with a step height of 2.2(4) Å in
the quasiperiodic layers [62]. Characteristic pentagonal-star shaped motifs
were identified, all of which have the same orientation within a terrace layer
and the opposite orientation in adjacent terraces in agreement with bulk
structure models. The step heights of the terraces parallel to the twofold
surface amount to 8.0(4) and 5.0(4) Å. Two-, four- and six-layer periodicities
of the columnar clusters along the periodic direction were found indicating
some disorder. An example of a twofold surface is shown in Fig. 8.23.

By a LEED and STM study on d-Al73Co17Ni10, the contraction of the
outermost layer spacing was quantified to 0.2 Å (10% of 2.04 Å average bulk
structure spacing) and the expansion of the next spacing to 0.1 Å (5%) [31].
This is comparable to the findings for relatively open metal surfaces such as
cP2-NiAl(110). The size of terraces was of the order of 1000 Å. A structure
model [19], refined against LEED data, was shown to be in full agreement with
the STM images, indicating that the surface structure does not significantly
differ from the bulk structure (Fig. 8.24).

An investigation of the twofold surface of d-Al71.8Ni14.8Co13.4 by SPA-
LEED and He diffraction revealed a very short correlation length of only
80 Å for the four-layer period [93]. This agrees well with the findings for the
bulk structure, i.e. the width of the maxima in diffuse scattering (see, e.g.
[59]). There were also indications of an eight-layer period from faint scattering
phenomena.

An ab initio study of the surface of an W-phase based Al–Co–Ni model
structure confirmed that there are no reconstructions and only atomic dis-
placements <0.15 Å due to relaxation [65]. The two different atomic layers in
the model structure, a flat one and a puckered one with slightly different com-
position, both can be terminating layers and hardly distinguished by STM.

While cut and annealed surfaces always show flat terraces, cleavage sur-
faces are characterized by a corrugated, cobblestone-like topography as shown
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Fig. 8.23. STM image of the twofold surface of d-Al72.9Co16.7Ni10.4. Two terraces
with different terminations are shown, separated by a step height of 2.45 Å. The
smallest periodicity observable is 8 Å (courtesy of R. Mäder)

in the example of d-Al72.4Co11.8Ni15.8 by scanning electron microscopy (SEM)
as well as by STM [29]. The surface showed a rather high roughness of 4–8 Å.
According to the authors, the “cluster-subcluster” structure directly reflects
the architecture of the d-phase, which is considered a quasiperiodic packing
of 10–20 Å columnar clusters.

One shortcoming of this interpretation is, however, that the distribution
of features in the STM images is not quasiperiodic. This has been shown in
another study by the calculation of the autocorrelation function [17]. The
cleavage surface is rather a random cut through the cluster structure, i.e.
there are no particularly preferred crack propagation directions through such
a cluster or an arrangement of clusters. There is no difference in the strength
of bonds within a cluster or between clusters. The picture of strongly bonded
low energy clusters in a matrix with weaker bonds does not apply to decagonal
quasicrystals. First, there are no matrix atoms at all. All atoms of the structure
are part of at least one cluster. Second, all clusters are partially overlapping
each other. Thirdly, by flipping a small subset of atoms clusters can flip.
Consequently, cluster boundaries do not have a particular meaning for the
mechanical stability of a decagonal quasicrystal.
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Fig. 8.24. Superposition of the structure model, refined against LEED data, onto
the STM image of the tenfold surface of d-Al73Co17Ni10 (from [31]) (online: black,
red TM atoms, other colors Al atoms)

8.4 Dodecagonal Phases

The first (metastable) dodecagonal phase has been discovered in the year 1985
[53] in the system Ni–Cr (Table 8.7). Only in 1994, the first stable dodecagonal
phase, dd -Ta1.6Te, was discovered [25, 67] (Fig. 8.25). Ta can be partially sub-
stituted by V yielding dd -(Ta1−xVx)1.6Te, 0 � x � 0.28 [85]. With increasing
V content the quasilattice parameter shrinks due to the smaller diameter of
V compared to that of Ta, and the period along the twelvefold axis is halved.

dd -Ta62Te38 and its approximants can be as well described as incommensu-
rately modulated structures with slightly different modulation vectors [112–
114]. The structures of both phases are composed of two incommensurate
layers rotated by 30◦ against each other. The origin of the modulation was
suggested to be the same as for the well-known TaTe4, resulting from periodic
lattice distortions and vacancy ordering due to charge-density waves.

Due to the low quality of the dd -phase, probably because it possesses
a real layer structure contrary to all other axial QC, no accurate structure
analysis could be performed so far. However, a 5D model with pinwheel-shaped
and fractal occupation domains was proposed, which can also describe the
structure of the pseudotetragonal approximant Ta181Te112 by applying linear
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Table 8.7. Dodecagonal quasicrystals and approximants known so far. Stable phases
are marked by *

Nominal
composition

Period along 12-fold
axis/lattice
parameters (Å)

Space group References

Ni70.6Cr29.4 [53]
V3Ni2 4.5 Å [21]
V15Ni10Si 4.5 Å [21]
Bi-Mn [122]
*Ta1.6Te a1···4 = 3.8171(6) P12m2 [67]

a5 = 20.79(9)

*Ta97Te60 a = 27.672(2) P212121 [23]
b = 27.672(2)
c = 20.613(2)

*Ta181Te112 a = 37.58 P212121 [23]
b = 37.58
c = 20.66

Fig. 8.25. Electron diffraction pattern of dd-Ta1.6Te (courtesy of B. Harbrecht/F.
Krumeich)
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phason strain [120]. According to this model, the structure is built from two
≈20 Å unit clusters decorating a square-triangle tiling.

Contrary to the dodecagonal phase its approximants oP628-Ta97Te60 and
Ta83V14Te60 are quite well ordered. The basic building unit of Ta97Te60 is
a Ta-centered and Te-capped hexagonal antiprismatic TaTa−12Te2 cluster
(dTa-Te ≈ 3.05 Å, dTa-Ta ≈ 2.95 Å) [24]. Nineteen condensed basic clusters of
this kind form a vaulted Ta151Te74-supercluster with dodecagonal shape and
≈25 Å diameter (Fig. 8.26).

Fig. 8.26. (a) The three chemically distinct coordination types for Ta in the dd-
phase approximant oP628-Ta97Te60. (b) Projection onto (001) and (c) side view of
two partially overlapping vaulted Ta151 units composed of 19 concentrically fused
hexagonal antiprismatic TaTa12 clusters covered by Te atoms (red circles) in (b)
(Fig. 3 of [24])
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Along the pseudo-dodecagonal c-axis ≈10 Å thick slabs of this supercluster
are stacked with a period of two slabs and related by a 21-screw axis. Each
slab consists of five corrugated atomic layers, the outer ones are just Te layers
. . . Te–Ta–Ta–Ta–Te. . . . Consequently, the slabs are bonded just by weak Te–
Te interactions (dTe−Te � 3.34 Å), which are responsible for the lubricant-like
properties of this material. The superclusters occupy the vertices of a square
tiling with edge length 19.52 AA (same edge length as found for dd-Ta1.6Te
from HRTEM images) (Fig. 8.27). The ideal stoichiometry of a dd-quasicrystal
based on this supercluster results in Ta3+2

√
3Te4.

Quasiperiodic structures with 12-fold rotational symmetry have also
been identified in nonmetallic systems showing that (at least dodecago-
nal) quasiperiodicity is not restricted to intermetallic phases and does not

a b+ TeTac Tap

c

a

b

a

b

a

b c

Fig. 8.27. (a) Projection of a suitable section of the crystal structure of the dd-
phase approximant Ta97Te60 onto (11̄0) with emphasis on the corrugation of the
lamellae. (b) Projection of the lamella onto (001). (c) Network presentation of the Ta
partial structure. The Tap atoms are arranged in layers corresponding to an irregular
hexagon/traingle net (black). The Tac atoms form an irregular square triangle net
(red). (Fig. 2 of [24])
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necessarily require electronic stabilization. The first example is a dendrimer-
based liquid quasicrystal [125]. This quasiperiodic phase transforms into
a cubic phase upon heating, indicating that the quasiperiodic state is en-
ergetically favored at low temperature. The second example is a three-
component polymer system composed of polyisoprene, polystyrene, and
poly(2-vinylpyridine) which forms a star-shaped terpolymer [45]. A model
explaining the particular stability of dodecagonal soft quasicrystals has been
suggested by Lifshitz & Diamant [74]. They impose two requirements for
quasiperiodicity: two different natural length scales and the existence of
effective three-body interactions. See also Sect. 11.1.
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9

Structures with 3D Quasiperiodicity

Quasicrystals with icosahedral diffraction symmetry (Fig. 9.1) are called
icosahedral phases (i-phases) or icosahedral quasicrystals. Their structures
are quasiperiodic in all three dimensions, therefore they are called 3D qua-
sicrystals. There are no 3D quasicrystals known with other than icosahe-
dral noncrystallographic point symmetry. 3D quasiperiodic structures with
crystallographic point symmetry are usually dealt with in the framework
of incommensurately modulated structures. It may make sense to describe
them as quasicrystals if they either result from phase transformations of
icosahedral phases or if there is no clearly identifiable sublattice of main
reflections. A metastable cubic quasicrystal, for instance, was found in the
system Al–Mg [18]. Due to the scaling symmetry of its diffraction pattern,
it has been described as quasiperiodic rather than as incommensurately
modulated structure [23].

Quasicrystals were discovered by Dan Shechtman on April 8, 1982, by ex-
amining electron diffraction patterns of rapidly solidified Al–Mn alloys. This
first quasicrystal, i-Al–Mn, exhibited icosahedral diffraction symmetry and
was metastable as all other quasicrystalline phases prepared in the follow-
ing years. In 1986, the first stable icosahedral quasicrystal was discovered in
the system Al–Cu–Li [19]. The systematic application of a concept based on
valence electron concentration, ratios of atomic radii, and the existence of
approximants (for a review see [108]) lead to the discovery of a large num-
ber of stable quasicrystals up to date (Fig. 9.2). Unfortunately, the majority
of quasicrystals and approximants has not been properly characterized yet;
rarely known are their stability range, symmetry, and lattice parameters. In
a few cases the structures have already been solved by diffraction methods
complemented by electron microscopic studies. The knowledge of approxi-
mant structures crucially contributed to the understanding of the local cluster
structures.

Several chances were missed to identify novel intermetallic phases as qua-
sicrystals long before Dan Shechtman’s discovery. As early as 1939, the alu-
minum rich part of the Al–Cu–Fe system was studied and a new phase,
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Fig. 9.1. X-ray Laue photographs of icosahedral Al-Mn-Pd in different orientations,
with (a) 5-fold, (b) 3-fold and (c) 2-fold symmetry. The pictures were taken in-house

ψ, reported [8]. Since at that time only X-ray powder diffraction was used
for phase characterization, the icosahedral symmetry of this quasicrystalline
phase could not be identified. The same happened in the system Al–Cu–Li,
where in 1956 Hardy and Silcock [38] found a phase, T2, with weak, “fairly
simple,” but not cubic powder pattern, later identified as quasicrystal [4, 81].
The Z phase in the system Mg–Zn–Y, found in 1982 by Padezhnova et al.
[71] also corresponds to a quasicrystalline phase [61]. The former “unknown”
compounds Cd5.7Y, found in 1971 by Palenzona [72], and Cd17Ca3, discov-
ered in 1972 by Bruzzone [10], have later been identified as quasicrystals as
well [35, 109].

Employing the nD approach allows describing the structures of icosahe-
dral quasicrystals as periodic hypercrystals in a 6D embedding space. So far,
only quasicrystals have been experimentally found with point group symme-
try m3̄5̄ and primitive (P ) or face-centered (F ) 6D Bravais lattice type. There
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Fig. 9.2. Approximate stability regions of some classes of icosahedral quasicrystals.
RE denotes the rare earth metals Y, Dy, Ho, Er, Tm, Lu in case of d-Zn-Mg-RE;
Nd, Eu, Gd, Tb, Dy, Ho, Er, Tm, Yb, Lu in case of i-Cd-Mg-RE; La, Ce, Pr, Nd,
Gd, Tb, Dy, Ho, Er, Yb in case of i-Zn-Mg-RE. Note that only the A-rich part
(50 ≤ A ≤ 100 at.%) is shown in the right concentration diagram (figures are based
on [33, 34])

are no representatives known of quasiperiodic structures with point symmetry
23̄5̄ or with body-centered (I) 6D Bravais lattice. Frequently, the iP -phases
are just disordered variants of iF -phases. In these cases, the lattice parameter
of the primitive 6D unit cell equals half the value of the lattice parameter of
the face-centered 6D unit cell. Unfortunately, there is some confusion in lit-
erature about the terminology. Here, we just extend the conventions of 3D
crystallography to 6D lattices.

The usual classification of quasicrystal structures is based on the prevalent
cluster type in the structure. This can either be the Mackay or pseudo-Mackay
cluster (type A) [7, 62], the Bergman cluster (type B or Frank-Kasper type)
[5, 104], and the Tsai (type C) [35] cluster. It was shown, however, that this is
not a very robust classification [32, 60]. F -type icosahedral quasicrystals of the
type A cannot be described properly based on Mackay clusters alone. They
can even be slightly better described based on Bergman clusters (type B).
When only one of these two cluster types is used, only ≈75% of the structure
is covered. In case of using both cluster types complementarily, ≈98% of all
atoms are accounted for [60]. The remainder are so-called glue atoms.

For all three types of icosahedral quasicrystals stable approximants are
known, a few 1/0- and mostly 1/1- or 2/1-approximants. Particularly help-
ful for structure analysis are the 2/1-approximants, because they already
contain full clusters which decorate both oblate and prolate Penrose rhom-
bohedra. Approximant structures are also used as periodic quasicrystal mod-
els for quantum-mechanical calculations, which are crucial for understanding
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the chemical bonding and electronic band structure. However, the origin of
quasiperiodic long-range order can hardly be revealed in this way. The lat-
tice parameter, ap/q, of the p/q-approximant is related to the 6D primitive
lattice parameter, aP, in the following way: ap/q = (2/(2 + τ))1/2(p + qτ)aP .
The relationship to the edge length, ar, of the rhombohedra of the underlying
Penrose tiling is aP = ar

√
2.

Some of the cluster shells of the approximant structures are rather strongly
distorted and/or disordered. The differences in the structure of experimentally
observed and ideal 1/1- and 2/1-approximants can reach up to more than 1
Å, and are smallest in case of type A and largest in case of type C approxi-
mants [16, 17]. These distortions result from the rather low packing density
of approximant structures derived from ideal icosahedral quasicrystal struc-
ture models. Quasicrystal structures refined against experimental diffraction
data also show atomic displacements from their ideal positions of similar size.
Consequently, quasiperiodic long-range order does not necessarily lead to less
distorted clusters with icosahedral symmetry.

9.1 Mackay-Cluster Based Icosahedral Phases (Type A)

The Mackay-cluster based icosahedral phases known so far, all contain Al as
main constituent, Cu or Pd as second component and a transition element of
group 7 (Mn, Tc, Re) or group 8 (Fe, Ru, Os) as third constituent. The stable
icosahedral phases of this type and their approximants are listed in Table 9.1.

Sometimes the Mackay-cluster based i-phases are called spd-quasicrystals
due to the substantial hybridization between the p states of aluminum and
the d states of the transition metal (TM) atoms [14]. Their stability range
is related to an electron concentration (valence electrons per atom) of 1.6 ≥
e/a ≥ 1.9 (Al: 3, Fe: −2.66, Os: −2.66, Pd: 0, Ru: −2.66 [80]).

The first intermetallic phase where Mackay-clusters were identified was
α-Al–Mn–Si [13, 97]. Its structure, that of a 1/1-approximant of icosahedral
Mackay-cluster-based quasicrystals, is shown in Fig. 9.3. A double-Mackay-
cluster built from five shells (a) – (e) is located at the origin of the unit
cell. A Mackay-cluster, consisting of the first three shells (a) – (c) of the
double-Mackay-cluster, occupies the body center. In both cases, the innermost
icosahedron shows Al/Si disorder.

The 1/1-approximant in the system Al–Cu–Fe–Si shows a rather large
compositional stability range (a = 12.312 − 12.329 Å, Pm3̄, [94]). This is
reflected in the chemical disorder leading to mixed Al, Cu and Al, Cu, Fe
sites mainly in the second shell of the cluster in the origin and the first shell
of that in the body center. A slightly different structure was found for the 1/1-
approximant α−Al57.3Cu31.4Ru11.3 (a = 12.377 Å, Pm3̄, [100]). There, the
strongly disordered first cluster shells at both the origin as well as at the body
center are centered by an Ru atom. The structure of the 2/1-approximant
(a = 20.211 Å, Pm3̄ [98]) is shown in Fig. 9.4.
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Table 9.1. Stable icosahedral quasicrystals and approximants (below the line) based
on packings of Mackay clusters (ar = aP/

√
2 = aF/(2

√
2)). The structures are

ordered with increasing (quasi)lattice parameter

Nominal composition ar [Å] 6D/3D-Space group References

i-Al65Cu20Ru15 4.541 Fm3̄5̄ [111]
i-Al65Cu20Os15 4.524 Fm3̄5̄ [111]
i-Al65Cu20Fe15 4.465 Fm3̄5̄ [110, 113]
i-Al70.5Pd21Mn8.5 4.562 Fm3̄5̄ [24, 112]
i-Al70Pd20Re10 4.617 Fm3̄5̄ [78, 112]
i-Al70Pd21Tc9 4.606 Fm3̄5̄ [67]
i-Al71Pd21Re8

a 7.383 Pm3̄5̄ [42]
i-Al72Pd17Ru11 Fm3̄5̄ [2]
i-Al72Pd17Os11 Fm3̄5̄ [2]

1/0-Al71.5Cu8.5Ru20 7.745 P213 [49]

γ-Al55.1Cu14.6Ru20.2Si10.1
b 2 × 7.690 Fm3̄ [101]

c-Al39Pd21Fe2
b 2 × 7.758 Fm3̄ [22]

c-Al68Pd20Ru12
b 2 × 7.770 P23 [64]

1/1-Al57.3Cu31.4Ru11.3 12.377 Pm3̄ [91, 100]
1/1-Al55Cu25.5Fe12.5Si7 12.329 Pm3̄ [94]
1/1-Al40Mn10.1Si7.4 12.643 Pm3̄ [97]
1/1-Al67Pd11Mn14Si7 12.281 Pm3̄ [99]
2/1-Al66.6Rh26.1Si7.3 19.935 Pm3̄ [103]
2/1-Al70Pd23Mn6Si 20.211 Pm3̄ [98]

a perhaps metastable τ -fold superstructure of the F -centered i-phase, also called F2
phase
b 2-fold superstructure of a 1/0-approximant

9.2 Bergman-Cluster Based Icosahedral Phases (Type B)

The first Bergman-cluster based icosahedral phase was discovered in the
system Al–Cu–Li [19]. Since it contains only elements with s and p valence
electrons, this type of quasicrystals is also called sp-quasicrystals. The 3d
electrons of Cu are considered as core electrons since they do not significantly
contribute to the Fermi energy. Their stability range is related to an electron
concentration (valence electrons per atom) of 2.1 ≥ e/a ≥ 2.4 (Al: 3, Fe:
−2.66, Os: −2.66, Pd: 0, Rh: −1.71, Ru: −2.66 [80]). Another name in use for
this type of i-phases is Frank–Kasper-type quasicrystals, because their approx-
imants belong to the Frank–Kasper phases, which form the family of tetrahe-
drally close-packed (tcp) structures. These structures only contain tetrahedral
interstices and the coordination polyhedra are limited to essentially four with
coordination numbers (CN) 12, 14, 15, and 16 [93]. The known stable icosahe-
dral quasicrystals of this type and their approximants are listed in Table 9.2.

The 1/1-approximants of Frank–Kasper-type icosahedral quasicrystals
contain a bcc packing of Bergman clusters. The structure of the Bergman
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Fig. 9.3. Shells of the Mackay-cluster (at the body center) and double-Mackay-
cluster (at the origin) on the example of α-Al40Mn10.1Si7.4 (a = 12.643 Å, Pm3̄,
[97]). (a) (Al0.65Si0.35)12 icosahedron (edge length ar = 2.585 Å, diameter Ø =
4.908 Å) connected via an octahedron to the icosahedron in the body center; (b) Al30
origin-centered icosidodecahedron (ar = 2.826 − 2.983 Å, Ø = 9.301 Å); (c) Mn12

icosahedron (ar = 5.091 Å, Ø = 9.648 Å) connected via an octahedron to the one in
the body center; (d) Al60 distorted rhombicosidodecahedron (ar = 2.826− 3.359 Å,
Ø = 13.361 Å) sharing a triangle face with the icosidodecahedron in the body-
center; (e) (Al0.01Si0.99)12 icosahedron (ar = 7.324 − 7.775 Å, Ø = 14.611 Å). (f)
Combination of cluster shells (c)–(e); Si atoms cap all 12 pentagons, Mn all squares.
The projections of one unit cell along [100] and [110] are shown in (g) and (h)

cluster, first described for Mg32(Al,Zn) [5], will be discussed as an example
of R–Al5CuLi3 (Fig. 9.5). The bcc unit cell (space group Im3̄, a = 13.906 Å
[3]) contains 160 atoms in two overlapping clusters. By a combined X-ray and
neutron scattering analysis, Al and Cu was found strongly substitutionally
disordered.

The first four shells, a small (Cu,Al)12 icosahedron, a Li20 pentagondodec-
ahedron, a large (Cu,Al)12 icosahedron, and a distorted truncated Cu48Al12
triacontahedron, form the 104-atom Samson cluster. In a bcc packing of the
Samson clusters, these are connected via Al pairs along the [100] directions,
and by sharing 8 hexagon faces along the [111] directions. In the open space
left, 12 Li atoms cap the pentagon faces. The shells in Fig. 9.5b and c can be
combined to the (Cu,Al)12Li20 triacontahedron shown in Fig. 9.5f. A better
description of the packing refers to a packing of the large triacontahedral 132-
atom clusters (Pauling triacontahedra), which share one rhomb face along the
[100] directions and an oblate rhombohedron along [111] (see also Fig. 2.5b).
The Li atoms on the body diagonal are shared by the small (b) and large (e)
triacontahedra.
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Fig. 9.4. Shells of the clusters at the origin (a–h) and body center (a–c) of an
Mackay-type 2/1-approximant on the example of cubic Al70Pd23Mn6Si (a = 20.211
Å, Pm3̄ [98]). (a) Pd12 icosahedron (edge length ar = 3.011–3.058 Å, diameter
Ø = 5.799 Å) in the origin and Al6Pd8 rhombdodecahedron (ar = 2.568 Å, diame-
ter Ø = 5.898 Å) at the body-center; (b) Al20Pd12 origin-centered triacontahedron
(ar = 2.744–2.947 Å, Ø = 8.945 Å) and Al24Pd12 cluster (ar = 2.580–3.048 Å,
Ø = 9.579 Å) at the body center; (c) Al30 disordered icosidodecahedron with 60
partially occupied split positions (ar = 1.952–2.896 Å, Ø = 12.632 Å) and Al36Pd20

cluster (ar = 2.504–3.943 Å, Ø = 13.510 Å) at the body center; (d) Mn12Pd20

triacontahedron (ar = 4.505–4.538 Å, Ø = 14.620 Å); (e) distorted Al60 rhombi-
cosidodecahedron (ar = 2.882–4.892 Å, Ø = 16.385 Å). (f) cluster shell of an Al60
truncated dodecahedron merged with an Al12 icosahedron (ar = 2.825–5.372 Å,
Ø = 19.404 Å) linked via a joint tetrahedron (edge length 2.723 Å) to a Pd atom
of the cluster in the body center; (g) truncated Pd60 icosahedron (ar = 3.011–4.729
Å, Ø = 20.543 Å) capped by a Pd atom of the cluster in the body center (distance
4.123 Å); (h) cluster shell of an Al60 rhombicosidodecahedron merged with an Pd20

dodecahedron (ar = 2.744–4.920 Å, Ø = 21.691 Å) sharing a Pd atom with the
cluster in the body center; (i) projection of one unit cell along [100]
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Table 9.2. Stable icosahedral quasicrystals and approximants (below the line) based
on packings of Bergman clusters (Frank–Kasper type). ar is the edge length of
Penrose rhombohedra (ar = aP/

√
2 = AF/(2

√
2). The structures are ordered with

increasing (quasi)lattice parameter

Nominal composition ar [Å] 6D/3D-Space group References

i-Zn76Mg17Hf7 5.011 Fm3̄5̄ [39]
i-Zn84Mg7Zr9 5.031 Pm3̄5̄ [39]
i-Al6CuLi3 5.043 Pm3̄5̄ [82, 90]
i-Mg43Al42Pd15 5.13 Pm3̄5̄ [50]
i-Zn40Mg39.5Ga25 5.133 Pm3̄5̄ [12, 21, 70]
i-Zn74Mg15Ho11 5.144 Pm3̄5̄ [9, 69]
i-Zn41Mg44Al15

a 5.17 Pm3̄5̄ [107]
i-Zn56.8Mg34.6Tb8.7 5.173 Fm3̄5̄ [25, 69]
i-Zn65Mg26Ho9 5.18 Fm3̄5̄ [9, 69]
i-Zn64Mg25Y11 5.19 Fm3̄5̄ [9, 69]
i-Zn55Mg40Nd5 5.25 Pm3̄5̄ [114]
i-Zn56.8Mg34.6Dy8.7 Fm3̄5̄ [25, 69]
i-Ti-Zr-Ni

1/1-Zn77Mg17.5Ti5.5 13.554 Pm3̄ [31]
1/1-Zn77Mg18Hf5 13.674 Pm3̄ [31]
1/1-Zn77Mg18Zr5 13.709 Pm3̄ [31]
1/1-Al88.6Cu19.4Li50.3 13.906 Im3̄ [3]
1/1-Zn34.6Mg40Al25.4 14.217 Im3̄ [5, 104]
2/1-Zn61.4Mg24.5Er14.1 20.20 F 4̄3m [51]
2/1-Zn37Mg46Al17 23.064 Pm3̄ [102]
2/1-Zn47.3Mg27Al10.7 23.035 Pa3̄ [57]
2/1-Zn73.6Mg2.5Sc11.2 Pa3̄ [57]
3/2-2/1-2/1-Zn40Mg39.5Ga16.4Al4.1 a = 36.840 Cmc21 [21, 53]

b = 22.782
c = 22.931

a Perhaps metastable

The structure of a 2/1-approximant of a Bergman-type icosahedral
quasicrystal is discussed on the example of cubic Zn47.3Mg27Al10.7 (a = 23.035
Å, Pa3̄, [57]) (Fig. 9.6). The triacontahedral cluster has a structure similar
to that of the 1/1-approximant. The main difference is in the packing of the
clusters.

In case of the 1/1-approximant, the triacontahedral clusters occupy the
lattice nodes of a bcc unit cell, with lattice parameter a1/1. It has been shown
[40] that the structure can as well be described by a vertex-decorated packing
of oblate rhombohedra with edge length ar = a

√
3/2 (Fig. 9.7a). Compared

with the oblate rhombohedron (αr = 63.44◦), which is one of the two prototiles
of the Amman tiling, it appears slightly distorted (αr = 70.53◦). Along the
short diagonal (length = a1/1) of the rhombic faces, the clusters share one of
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Fig. 9.5. Shells of the Bergman cluster as an example of bcc R–Al5CuLi3, a 1/1-
approximant of i-Al6CuLi3 [3]. (a) (Al0.89Cu0.11)12 icosahedron (edge length ar =
2.651 Å, diameter Ø = 5.033 Å); (b) Li20 pentagondodecahedron (ar = 3.226 Å,
Ø = 9.078 Å); (c) (Al0.54Cu0.46)12 icosahedron (ar = 5.383 Å, Ø = 10.093 Å);
(d) (Al0.89Cu0.11)48Al12 distorted truncated triacontahedron (ar = 2.658–2.861 Å,
Ø = 14.161 Å); (e) Li32 triacontahedron (ar = 5.020–5.071 Å, Ø = 16.238 Å). The
shells in (b) and (c) can be combined to the (Cu,Al)12Li20 triacontahedron shown
in (f). The ratio of the diameters of the large and the small triacontahedra depicted
in (e) and (f) amounts to τ . The large triacontahedra are face-connected along the
[100] directions and (g) share an oblate rhombohedron along [111] (see also Fig.
2.5b). The projections of one unit cell along [100] and [110] are shown in (h) and (i)

its rhombs. The neighboring clusters along the edges and the short body diag-
onal (length ar = a

√
3/2) have an oblate rhombohedron as common volume.

In case of the cubic 2/1-approximant, with lattice parameter a2/1, essen-
tially the same triacontahedral clusters occupy the points of the lattice com-
plex generated by Wyckoff position 8c x x x in space group Pa3̄. This point
set can also be described as the set of vertices of a 1:1 packing of oblate and
prolate rhombohedra with edge length ar = a

√
3/(2τ). The distortion of these

rhombohedra, compared with the Amman prototiles, is smaller than in case
of the 1/1-approximant as indicated by αr = 69.83◦.

Based on the commonly used 6D lattice parameter aP =
√

2ar, the edge
length of the Ammann rhombohedra in the approximants is larger by a factor
τ2. For example, the edge lengths of the rhombohedra in the structure of
2/1-Zn47.3Mg27Al10.7 are 13.646 Å compared with τ2ar = 13.535 Å calculated
from the icosahedral phase with ar = 5.17 Å.
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Fig. 9.6. Shells of the characteristic cluster in a 2/1-approximant as an example of
cubic Zn47.3Mg27Al10.7 (a = 23.035 Å, Pa3̄, [57]). (a) Zn12 icosahedron (edge length
ar = 2.633–2.700 Å, Ø = 5.083 Å); (b) Mg20 dodecahedron (ar = 3.254–3.322 Å, di-
ameter Ø = 9.235 Å) linked to the neighboring cluster via two atoms with a distance
of 3.176 Å; (c) (Zn0.75, Al0.25)12 icosahedron (ar = 5.187–5.573 Å, Ø = 10.191 Å)
linked to the neighboring cluster via an octahedron (ar = 5.310–5.573 Å); (d) dis-
torted (Zn0.768, Al208)60 fullerene shell (ar = 2.648–3.225 Å, Ø = 13.960 Å)
connected via a hexagon face to the neighboring cluster; (e) distorted Mg32 tri-
acontahedron (ar = 4.692–5.616 Å, Ø = 16.553 Å) sharing oblate rhombohedra with
the overlapping other clusters; (f) projection of one unit cell along [100]

9.3 Tsai-Cluster-Based Icosahedral Phases (Type C)

The Tsai-cluster-based icosahedral quasicrystals are the latest class of qua-
sicrystals discovered so far [35]. The peculiarity of these quasicrystals is that
they can exist as stable binary phases in the systems Cd–Ca and Cd–Yb.
This not only has the advantage that its chemical order can be more easily
determined by X-ray structure analysis than in the case of ternary systems.
It also means that chemical disorder, and the entropy gain related to it, is not
a necessary ingredient of quasiperiodicity. A list of stable icosahedral phases
of this type and their approximants is given in Tables. 9.3 and 9.4.

The 1/1-approximants of Tsai-type icosahedral quasicrystals contain a bcc
packing of Tsai clusters. The structure of the Tsai cluster will be discussed as
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Fig. 9.7. Positions of the cluster centers in the cubic 1/1- and 2/1-approximants
(marked by red spheres) forming the vertices of oblate and prolate rhombohedra. The
cluster centers form a tiling of oblate rhombohedra in case of the 1/1-approximant
(a), and one of alternating oblate and prolate rhombohedra in the case of the 2/1-
approximant (b). The cluster centers occupy the sites 0 0 0 and 1/2 1/2 1/2 in the
unit cell shown in (a) and 0.15 0.15 0.15, 0.35 0.85 0.65, 0.65 0.35 0.85, 0.85 0.65
0.35, 0.85 0.85 0.85, 0.65 0.15 0.35, 0.35 0.65 0.15, 0.15 0.35 0.65, in (b)

an example of Cd6Yb [29, 72] (Fig. 9.8). The bcc unit cell (space group Im3̄,
a = 15.661 Å) contains 168 atoms. The structure can be described as packing
of 158-atom triacontahedral clusters, which share one rhomb face along the
[100] directions and an oblate rhombohedron along [111] (see also Fig. 2.5b).

The first cluster shell is an orientationally disordered Cd tetrahedron. The
electron density is distributed along the edges of a truncated cube (Fig. 9.8a).
It is surrounded by a Cd dodecahedron, followed by an Yb icosahedron. The
triangle faces of the Yb icosahedra form octahedra along [111] directions. The
fourth cluster shell is a Cd icosidodecahedron, which is surrounded by a unit-
cell filling distorted edge-centered triacontahedron (Fig. 9.8e). Of the 92 Cd
atoms of the triacontahedral shell, 8 atoms are also part of the dodecahedral
shell and 24 of the icosidodecahedral shell. The 48 atoms located on the unit
cell faces contribute only one half, i.e. 24 atoms, to the unit cell. This means
that the triacontahedral shell only contributes 36 atoms to the 168 atom unit
cell. The kind of disorder of the central tetrahedron depends on the chemical
composition [29].

The cluster structure of the 2/1-approximant of the Tsai-type icosahedral
phase is shown on the example of cubic Cd76Cd13 (Fig. 9.9) [28]. The tria-
contahedral clusters decorate the vertices of a rhombohedron (ar = 13.646
Å, α = 69.83◦), which is close to the obtuse rhombohedron, one of the two
prototiles of the Ammann tiling. Along the edges of the rhombohedra, the
clusters overlap forming oblate rhombohedra. Along the short body diagonal
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Table 9.3. Stable Tsai-type icosahedral quasicrystals as a function of the Penrose
rhombohedron edge length ar. The structures are ordered with increasing quasilat-
tice parameter

Nominal composition ar [Å] 6D/3D-Space group References

Cu48Sc15Ga34Mg3 4.906 [45]
Cu46Sc16Al38 4.921 [41]
Zn84Ti8Mg8 4.966 [43]
Zn75Sc15Ni10 4.981 [63]
Zn72Sc16Cu12 4.996 [56]
Zn75Sc15Co10 4.994 [63]
Zn75Sc15Fe10 5.008 [63]
Zn75Sc15Mn10 5.025 [63]
Zn80Sc15Mg5 5.028 Pm3̄5̄ [44]
Zn75Sc15Pt10 5.029 [47]
Zn75Sc15Pd10 5.030 [47]
Zn75Sc15Au10 5.057 [47]
Zn75Sc15Ag10 5.054 [47]
Zn77Sc8Ho8Fe7 5.066 [47]
Zn77Sc8Er8Fe7 5.070 [47]
Zn77Sc7Tm9Fe7 5.067 [47]
Zn56.8Er8.7Mg34.6 5.18 Fm3̄5̄ [25, 69, 96]
Zn76Yb14Mg10 5.211 [63]
Cd65Mg20Lu15 5.571 [36]
Ag42In42Yb16 5.590 Pm3̄5̄ [37]
Cd65Mg20Tm15 5.602 [36]
Ag42In42Ca16 5.606 Pm3̄5̄ [37]
Au44.2In41.7Ca14.1 Pm3̄5̄ [58]
Cd65Mg20Y15 5.606 Pm3̄5̄ [36]
Cd65Mg20Er15 5.622 Fm3̄5̄ [36]
Cd65Mg20Ho15 5.625 Fm3̄5̄ [36]
Cd65Mg20Tb15 5.628 Fm3̄5̄ [36]
Cd65Mg20Dy15 5.628 Fm3̄5̄ [36]
Cd65Mg20Gd15 5.648 [36]
Cd84Yb16 5.689 Pm3̄5̄ [106]
Cd65Mg20Yb15 5.727 [35, 36]
Cd85Ca15 5.731 [35]
Cd65Mg20Ca15 5.731 Pm3̄5̄ [35, 36]

they share a rhombohedron face. The rhombohedra are packed in a zigzag
manner. The Cd atoms around the center of such a rhombohedron leave a
space in the form of a double Friauf polyhedron occupied by two Ca atoms
along the long body diagonal, 3.567 Å apart.

The structure of i-Cd5.7Yb can be described as 3D Penrose rhomb tiling
decorated by triacontahedral clusters as depicted in Fig. 9.9d [106]. This dec-
oration covers 93.8% of all atoms. The remaining gaps are filled by different
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Table 9.4. Stable approximants based on the Tsai-cluster. All compounds not ex-
plicitly marked 2/1- are 1/1-approximants. The structures are ordered with increas-
ing lattice parameter

Nominal composition Lattice parameter [Å] Space group References

Be17Ru3 11.337 [83]
Ga3.85Ni2.15Hf 13.319 [65]
Ga3.22Ni2.78Zr 13.374 [65]
Ga3.64Ni2.36Sc 13.440 [65]
Ga2.3Cu3.7Sc 13.472 [65]
Ga2.6Cu3.4Lu 13.745 [66]
Zn17Sc3 13.843 [1]
Zn17Yb3 14.291 [11]
Ag42.5Ga42.5Yb15 14.707 [46]
Au50.5Ga35.9Ca13.6 14.731 Im3̄ [59]
Au61.2Sn23.9Dy15.2 14.90 [68]
Au-Sn-Tb 14.91 [68]
Au62.3Sn23.1Gd14.6 14.97 [68]
Ag42.2In42.6Tm15.2 15.05 [68]
Au47.2In37.2Gd15.6 15.07 [68]
Au12.2In6.3Ca3 15.152 Im3̄ [58]
Au64.2Sn21.3Pr14.5 15.16 [68]
Au65Sn20Ce15 15.190 Im3̄ [48]
Ag46.4In39.7Gd13.9 15.21 [68]
Au49.7In35.4Ce14.9 15.28 [68]
Au60.7Sn25.2Eu14.1 15.35 [68]
Ag2In4Yb 15.362 Im3̄ [105]
Ag46.9In38.7Pr14.4 15.39 [68]
Au42In42Yb16 15.4 Ia3̄ [95]
Cd6Gd 15.441 Im3̄ [29]
Ag2In4Ca 15.454 Im3̄ [105]
Ag47.7In38.7Ce14.2 15.46 [68]
Cd6Dy 15.462 Im3̄ [29]
Cd6Y 15.482 [29, 54]
Cd6Sm 15.589 Im3̄ [29]
Cd6Nd 15.605 Im3̄ [29]
Cd6Yb 15.661 Im3̄ [29, 72]
Ag42.9In43.6Eu13.5 15.69 [68]
Cd6Ca 15.702 Im3̄ [10, 29]
Cd25Eu4

a 2 × 15.936 Fd3̄ [30]
Cd19Pr3 15.955 Im3̄ [29]
Cd6Sr 16.044 [10]
2/1-Au61.1Ga25.0Ca13.9 23.938 Pa3̄ [59]
2/1-Au60.3Sn24.6Yb15.1 24.28 [68]
2/1-Au61.2Sn24.3Ca14.5 24.37 [68]
2/1-Au42.9In41.9Yb15.2 24.63 Pa3̄ [68]
2/1-Au37In39.6Ca12.6 24.632 Pa3̄ [58]
2/1-Ag41.7In43.2Yb15.1 24.869 Pa3̄ [55]

(continued)
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Table 9.4. (continued)

Nominal composition Lattice parameter [Å] Space group References

2/1-Au61.2Sn24.5Eu14.3 24.87 [68]
2/1-Ag41In44Yb15 24.88 [68]
2/1-Ag42In45Ca13 24.96 Pa3̄ [15]
2/1-Cd76Ca13 25.339 Pa3̄ [28]
2/1-Ag43.4In42.8Eu13.8 25.35 Pa3̄ [68]

a 2 × 2 × 2 Superstructure of a 1/1-approximant

Fig. 9.8. Shells of the Tsai cluster as an example of bcc Cd6Yb, a 1/1-approximant
of i-Cd5.7Yb [29]. (a) Cd4 tetrahedron (edge length ar = 3.229 Å, diameter
Ø = 3.954 Å), which is orientationally disordered. The averaged electron density
is smeared along the edges of an truncated cube; (b) Cd20 pentagondodecahedron
(ar = 2.90–3.027 Å, Ø = 8.049 Å); (c) Yb12 icosahedron (ar = 5.817–5.875 Å,
Ø = 11.087 Å); (d) Cd30 icosidodecahedron (ar = 3.644–4.384 Å, Ø = 12.765 Å); (e)
Cd92 distorted, edge-centered triacontahedron (ar = 2.836 − 3.075 Å, Ø = 18.473
Å). The triacontahedra are face-connected along the [100] directions and share an
oblate rhombohedron along [111] (see also Fig. 2.5(b)). The projections of one unit
cell along [100] and [110] are shown in (f) and (g)

arrangements of acute and oblate rhombohedral tiles. The acute rhombo-
hedron corresponds to a double Friauf polyhedron with two Yb along its
long diagonal and Cd on the vertices. The oblate rhombohedron is decorated
by Cd on the vertices and edge centers. The distortion of the cluster shells,
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Fig. 9.9. Shells of the Tsai-cluster in a 2/1-approximant as an example of cu-
bic Cd76Ca13 (a = 25.339 Å, Pa3̄, [28]). (a) Cd20 dodecahedron (edge length
ar = 2.928–3.076 Å, diameter Ø = 8.541 Å) enclosing an orientationally dis-
ordered Cd4 tetrahedron similar to the 1/1-approximant; (b) Ca12 icosahedron
(ar = 5.800–5.861 Å, Ø = 11.131 Å); (c) distorted Cd30 icosidodecahedron (ar =
3.567–4.461 Å, Ø = 12.899 Å) connected via a trigonal antiprism octahedron to
the neighboring cluster; (d) Cd80 decorated triacontahedron (ar = 2.815–3.094 Å,
Ø = 18.508 Å) sharing oblate rhombohedra with the overlapping other clusters;
(e) Projection of one unit cell along [100]

particularly of the icosidodecahedral one, is comparable to that of the 2/1-
approximant. The structure shows τ3 scaling symmetry. It is noteworthy that
the structure cannot be described as a 3D Penrose tiling with uniquely deco-
rated unit tiles while the decorating clusters have a unique structure.

9.4 Example: Icosahedral Al–Cu–Fe

In the following, the structure of an icosahedral quasicrystal will be discussed
as an example of an ideal model (QG model) suggested by Quiquandon and
Gratias [79] for the type A quasicrystal in the system Al–Cu–Fe. Its 6D space
group is Fm3̄5̄. A section of the structure is shown in Fig. 9.10.

The fundamental B, B′, and M clusters are indicated by one of their
cluster shells in each case. These clusters are defined as follows [79]:
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Fig. 9.10. Approximately 63×63×28 Å3 large section of i-Al–Cu–Fe according to the
QG model [79]. Projections along a twofold (top) and a fivefold (bottom) direction
are shown. The dark-gray (online: red) icosahedra are part of the B clusters, the
light-gray dodecahedra of the B′ clusters, and the (online: blue) icosidodecahedra
of the M clusters. Atoms: Al...dark-gray, (online: blue), Cu...black, Fe...light-gray,
(online: yellow)

M cluster A central Al atom is surrounded by a partially occupied dodeca-
hedron, r = 2.513 Å, (7 Fe atoms on 20 sites), then by a an icosahedron,
r = 4.465 Å, of Cu, followed by an Al icosidodecahedron, r = 4.695 Å.
The cluster consists of 50 atoms in total.



9.4 Example: Icosahedral Al–Cu–Fe 307

B cluster A central Cu atom is surrounded by an icosahedron, r = 2.760 Å,
of Fe/Al, followed by an dodecahedron, r = 4.066 Å, of Cu/Fe. The cluster
consists of 33 atoms in total.

B′ cluster Around an empty center, there is a first partially occupied icosa-
hedron, r = 1.706 Å, (3 Al atoms on 12 sites) completed by a second
partially occupied icosahedron, r = 2.760 Å, (9 Al/Cu atoms on 12 sites)
followed by an Al/Cu/Fe dodecahedron, r = 4.066 Å. The cluster consists
of 33 atoms in total.

The chemical composition of the cluster shells is complex and is described
in detail in [79].

The 6D hypercrystal structure can be best visualized with characteristic
sections along the rotation planes. In case of a rotation in 6D, not only a line
(rotation axis) as in 3D, but a 2D plane (rotation plane) remains invariant
as can be seen from the block-diagonalized rotation matrix (3.200). A 6D
hypercubic structure shows 6 fivefold, 10 threefold and 15 twofold rotation
planes. 6D space sections of the structure of icosahedral Al–Cu–Fe along the
three different rotation planes are shown in Fig. 9.11.

The vectors N spanning these planes remain invariant under the action
of the respective symmetry matrices given in (3.198). The section inside one
unit cell is shaded gray. Note that the unit cell and the indices refer to the 6D
F -centered hyperlattice (a6D = 12.6292 Å) and not, as frequently done, to the
subcell (sublattice) with half the edge length. With reference to this sublattice,
frequently the sublattice nodes are classified as even or odd. This refers to the
sum of the six corresponding coordinates of the respective sublattice nodes
[7]. The basis that spans the 6D lattice is given by

D =
A

√
5 +

√
5

⎛

⎜⎜
⎜⎜
⎜
⎜
⎝

1 τ 0 −τ 1 0
τ 0 1 1 0 −τ
0 1 τ 0 −τ 1
−1 τ 0 τ 1 0
τ 0 −1 1 0 τ
0 −1 τ 0 τ 1

⎞

⎟⎟
⎟⎟
⎟
⎟
⎠

V

, (9.1)

where A is the unit cell edge length of the hyperlattice.
The atomic surfaces (Fig. 9.13) are 3D polyhedra in perp-space and appear

as lines in the sections shown in (Fig. 9.11). These sections are spanned by
one par- and one perp-space basis vector, N‖ and N⊥, respectively. N stands
for an N -fold rotation axis, N‖ and N⊥ means their par- and perp-space
components. The atomic surfaces occupy (a) corners plus face centers, also
denoted as even nodes n of the sublattice, (b) edge centers, also called odd
nodes n, (c) body centers of half of the eight cubes, also called odd body
centers bc. The structure can be seen as 6D analog of the 3D cF -12 LiAlSi-
structure type (Fig. 9.12). The differently shaded areas (bounded by horizontal
lines) between the atomic surfaces mark neighboring atomic positions.
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Fig. 9.11. 2D sections of the 6D unit cell of icosahedral Al–Cu–Fe/Al–Mn–Pd
according to the QG model [79]. (a) Fivefold section spanned by one fivefold axis
along par-space (horizontally) and one along perp-space (vertically). In (b) and
(c) the threefold and twofold sections are shown correspondingly. The par-space
components of the rotation axes run horizontally, the perp-space ones vertically.
Indices refer to the 6D F -centered lattice with lattice parameter a6D = 12.6292 Å

a b

Fig. 9.12. (a) CsCl and (b) LiAlSi structure. The latter can be seen as superstruc-
ture of the former. This is the 3D analog to the 6D Al–Cu–Fe-type structure, where
the sites n, n′, and half of the body centers bc are occupied by the atomic surfaces
shown in Fig. 9.13
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Fig. 9.13. Atomic surfaces and their substructure according to the QG model
[79] of i-Al–Cu–Fe. (a) shows the atomic surfaces with their chemical decoration in
relation to each other. Indices refer to the sublattice nodes. The original basis with
6D lattice parameter a6D = 6.3146 Å has been scaled by a factor τ−3 and the atomic
surfaces by a factor τ−6. The resulting quasiperiodic structure is invariant under this
scaling, which has the advantage that the truncation of Pn′ by Pn can be visualized
within one unit cell. (b) shows the decomposition of the atomic surfaces in chemical
occupation domains. One of the polyhedra from γ is shown enlarged in (c)
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The polyhedral atomic surfaces and their chemical decoration are shown
in Fig. 9.13. In order to visualize the closeness condition on neighboring poly-
hedra, a basis is chosen scaled by a factor τ−3, which corresponds to a scaling
of the atomic surfaces by a factor τ−6. The atomic coordinates, generated by
a cut of the hypercrystal with par-space remain unchanged thereby.

The polytope, Pn, occupying the even nodes of the sublattice is a tria-
contahedron. It can be defined by one triangular facet, given by the orthog-
onal projection of a, b, and c upon perp-space. a = (−1 − 1 1 1 3 1)/2,
b = (0 − 2 1 0 2 1)/2, and c = (0 − 1 1 0 1 0) refer to the sublattice. Pn′ is a
truncated triacontahedron of the same size and the truncation is given by the
cut with Pn (see Fig. 9.13(a)). Pbc is a triacontahedron with an outer radius,
which is by a factor τ2 smaller than Pn. Pbc is fully occupied by Cu.

The chemical decoration of all three atomic surfaces can be seen in Fig.
9.13 as well. Pn is occupied by Al except for the regions within Pn which are
denoted α (Fe) and γ (Cu) in Fig. 9.13(b). α consists of 12 triacontahedra with
an outer radius by a factor τ3 smaller than Pn. The 12 triacontahedra, with
their centers on the vertices of an icosahedron, are touching each other. One
of these positions is at the perp-space projection of τ−4(−1 1 1 1 1 − 1)/2.
They are located on the fivefold axes of Pn.

β consists of 30 triacontahedra of the same size as in α. They are also
touching each other and their centers build an icosidodecahedron. If β is con-
structed with its barycenter at the origin of the lattice before shifting it to
the position of Pn′, one of the centers is given by the perp-space projection
of τ−2(1 1 0 0 0 0).

γ consists of 20 more complex polyhedra, which result by the cut of tria-
contahedra of the same size as in α with Pn′ (or Pn) and β. The centers of
the triacontahedra lie on the corners of Pn′ along the threefold axes and they
build a dodecahedron. After the cut with Pn′ the centers become therefore
corners of the new polyhedra, which are truncated by β. An enlarged view of
one of the polyhedra, where the truncation can be seen, is given in Fig. 9.13c.

The periodic average structure can be obtained by oblique projection of the
6D hypercrystal structure onto the physical space (Fig. 9.14). It is congruent
to the infinite 3D quasiperiodic structure module of the unit cell of the periodic
average structure.

9.5 Surface Structures of Icosahedral Phases

Surface studies have been performed so far on i-Al–Cu–Fe, i-Al–Cu–Ru, i-
Al–Mn–Pd and its approximant, ξ′-Al–Mn–Pd [27], as well as on i-Ag–In–Yb
[86]. These are the only icosahedral quasicrystals which could be grown in the
size needed and do not have a too high vapor pressure in ultra-high vacuum
(UHV). The main result is that the surface structures of these quasicrystals
are essentially unreconstructed and that termination takes place where atomic
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Fig. 9.14. One unit cell of the fcc periodic average structure of the QG model
[79], which is of the NaCl-type. The chemical decoration of the atomic surfaces is
still visible after the oblique projection (Al ... gray, online: blue, Cu ... black, Fe ...
light-gray, online: yellow)

layers are separated by larger gaps. For a review of the structure of quasicrystal
surfaces and overlayers see [88]. In the following, a few examples are briefly
discussed for illustration.

The first i-phase studied by high-resolution STM was i-Al68Mn23Pd9 [84],
since this was the first quasicrystal for which large and high-quality single-
crystals were available. A terraced surface structure was found in agreement
with 3D quasiperiodic long-range order. A quantitative LEED study of the
fivefold surface found that terminating layers are Al rich and that the spacing
between the two topmost layers (Al/Mn-Al/Pd double-layer) is contracted by
0.1 Å to 0.38 Å [26] (Fig. 9.15). The 2D density of these double-layers, which
could also be seen as a single puckered layer, amounts to 0.136 atoms/Å2 com-
pared with 0.141 atoms/Å2 for one layer of the close packed Al(111) surface.

The first surface study of i-Al–Cu–Fe appeared shortly after the first large
single crystals could be grown [89]. The fivefold surfaces of i-Al–Cu–Ru, i-Al–
Cu–Fe, and i-Al–Mn–Pd are essentially isostructural like the bulk structures
[85, 87, 92].

Ab initio calculations on a 2/1 approximant confirm that the fivefold
surface of i-Al–Mn–Pd is essentially stable in its unreconstructed form [52].
While the skeleton of the underlying pentagon tiling formed by Pd atoms was
found to be stable, Al atoms undergo partially substantial displacements. It
is remarkable that the surface seems to have a much more metallic character
than the bulk, which shows a significant degree of covalent Al–TM bonding.
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Al (+ Mn)
Pd
Al + Pd + Mn
Al (+ Pd)

0.48 Å

1.56 Å

2.04 Å

0.48 Å

Fig. 9.15. Pseudo-Mackay-icosahedron (PMI) and the layer structure of i-Al–Mn–
Pd. The topmost layer is one of the terminating planes (after [26])

Fig. 9.16. (upper left) STM image of the fivefold surface of i-AlPdMn, with the
marked representative fivefold symmetric local configurations ’dark star’ (dS) and
the ’white flower’ (wF). The other images present STM simulations performed on dif-
ferent candidates for the terminations.The same local configurations were observed
on the STM images of the fivefold surface of i-AlCuFe as well (from [76])
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However, one must keep in mind that the ab initio calculations have been
performed on a rather small approximant and a rather thin slab simulating a
surface and do not necessarily reflect the influence of quasiperiodic long-range
order.

Attempts to identify the termination planes by relating experimental STM
images to atomic layers of bulk structure models (Fig. 9.16) have been only
partially successful [73–76]. The bulk structure models used do not seem to be
good enough to describe the local surface structure in all its details, atomic
positions, and chemistry. One of the essential findings is that Bravais’ rule,
saying that the densest atomic layers in the bulk are the stablest surface ter-
minations, applies to quasicrystals as well. It only has to be extended to “thick
layers of atomic planes” in case of not densely packed single atomic layers.
This is, of course, not only true for quasicrystals but also for intermetallics
with open structures in general.

The corrugation of a cleaved surface of i-Al70.5Mn8.5Pd21 was first ex-
plained resulting from crack propagation around mechanically stable clusters
[20]. Later, the images from the underlying experiments have been reinter-
preted. The observed roughness was shown to “follow scaling invariance prop-
erties similar to those of disordered materials, irrespective of the cleavage
plane” [77].
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10

Phase Formation and Stability

Why is matter in thermodynamic equilibrium crystalline, either periodic or
quasiperiodic?1 Why has not any other strictly deterministic ordering princi-
ple ever been observed, for instance, the one realized in the almost periodic
Thue-Morse chain? Why does the existence of a pure point spectrum (Bragg
reflections only) seem so important for stability? What are the local driving
forces for the formation and growth of quasiperiodic crystals, how do they
differ from those leading to approximants, i.e. complex periodic intermetallic
structures with giant unit cells?

The dimensionality seems to play a role in the thermodynamic stability of
nonperiodic structures. Most of the icosahedral quasicrystalline phases found
so far are thermodynamically stable. This is in contrast to decagonal qua-
sicrystals, where the majority of known phases is metastable. All octagonal
and, with one exception, all dodecagonal phases are metastable as well.

In some systems, however, during rapid solidification first metastable qua-
sicrystals form instead of stable periodic crystals with lower free energy. If
the formation of quasicrystals is kinetically favored, then the nucleation bar-
rier must be lower for quasiperiodic phases. This has been explained by local
icosahedral or polytetrahedral order in liquid alloys close to the solidification
temperature.

The stability range of quasicrystals as a function of temperature reaches
from only a few up to several hundred degrees. For instance, congruently
melting i-Cd84Yb16 is (experimentally) stable from ambient temperature to
the melting point [78] while d-Al–Fe–Ni exists only between 1120 and 1200 K
[48]. The compositional stability field ranges from less than 1% for i-Cd–Yb
[50] up to 60% for i-Cd–Mg–Yb [50], for instance.

1 Quasiperiodicity in the general definition also includes incommensurately modu-
lated crystals as well as composite crystals. Here, we will not discuss these cases,
which either can be seen as periodic modification of an underlying basic structure
or as a kind of intergrowth of periodic structures. For a detailed discussion see,
e.g., [66, 134] and references therein.
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10.1 Formation of Quasicrystals

Quasiperiodic structural order seems to be much more complex than periodic
order. While local interactions are sufficient to generate periodicity, this does
not seem to be the case for quasiperiodicity. Consequently, one would expect
the formation and growth of quasicrystals to be a rather slow, diffusion domi-
nated process, which is controlled by the electronic structure. The experimen-
tal observations, however, indicate just the opposite. Quasicrystalline phases
can be easily obtained by rapid solidification such as melt spinning or splat
cooling, with cooling rates of >106 K sec−1. At highest cooling rates metallic
glasses form, at intermediate cooling rates quasicrystals, while the nucleation
of periodic crystals takes longest. Some of the quasicrystals obtained by rapid
solidification techniques are stable, however, most of them are metastable and
transform into crystalline phases during thermal annealing.

Electron diffraction patterns indicate good quasiperiodic order in rapidly
solidified samples, on a scale of several hundred ångströms. This raises the
question of how quasiperiodic long-range order is achieved on that timescale.
The easy formation of metastable icosahedral QC has been explained by their
preferred nucleation from undercooled melts due to the icosahedral short-
range order already present in liquid alloys of particular composition [73, 112].
This view is also supported by the frequently observed nucleation of icosahe-
dral QC in metallic glasses during devitrification. Sometimes nucleation is
eased by epitaxial growth. For instance, for less rapidly solidified Al–Mn,
a metastable decagonal phase grows epitaxially on the nuclei of icosahedral
Al–Mn and replaces it during further growth [116]. At higher Mn concentra-
tions, d-Al–Mn directly nucleates from the melt. This is no contradiction to
the hypothesis that preformed icosahedral clusters in the melt are responsible
for the easy and rapid nucleation of icosahedral QC because d-Al–Mn consists
of almost the same kind of icosahedral clusters as icosahedral Al–Mn.

Icosahedral short-range order in liquid alloys, however, could not make
easier the formation of the experimentally observed metastable octagonal
and dodecagonal quasicrystalline phases. The solidification behavior has also
been found different, for instance, for congruently melting stable i-Cd84Yb16,
where no indications for icosahedral short-range order were found at all [78].
However, close to the melting temperature it can be generally expected that
the different atom types in an alloy are chemically rather homogenously dis-
tributed. Furthermore, they will locally form atomic arrangements matching
their size ratios and attractive or repulsive interactions, which are not too
different from the short-range order (AET) in the crystal. Solidification then
does not need large diffusion paths and complex reordering of atoms, it just
rearranges slightly preexisting AET. Of course, tetrahedral or polytetrahedral
order is preferred compared to more open structure motifs such as octahedral
or cuboid ones.

In terms of the higher-dimensional approach, the nuclei correspond to dif-
ferent patches from the physical-space cut of the nD hypercrystal. The driving
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force fitting them together into a tiling, like pieces into a puzzle, is the max-
imization of the number of favorable clusters and the energy minimization
of the domain boundaries. Local rebuilding of clusters and cluster flips cor-
respond to considerable par-space fluctuations (phason fluctuations) in the
nD description. This means that during the growth process these fluctuations
probe the full nD unit cell. Thereby all possible vertex coordinations are ex-
plored. Those which are in accordance with the constraints of symmetry and
the formation of “thick atomic layers” survive (TAL) (see below, Sect. 10.2).

Locally, similar structural ordering of parent phase and nucleating phase
lowers the energy barrier for the nucleation of icosahedral QC from under-
cooled liquid alloys. It does not explain, however, how quasiperiodic long-
range order is obtained. Which parameters favor the growth of quasicrystals
against the formation of high-order approximants that do not differ locally
from quasicrystals?

Scenario A hypothetical scenario for the formation of icosahedral qua-
sicrystals by rapid solidification could be the following. In a fully miscible
liquid alloy, the atoms will be chemically, rather homogenously distributed at
high temperature. Due to the high mobility of atoms, the structural configu-
ration space is explored within the given free energy range. Approaching the
solidification temperature, the strongly reduced mobility of atoms will locally
stabilize AET similar to those in the solid [19, 54, 55]. During solidification,
there is only a small volume change and long-range order is mainly established
by narrowing down the angular distribution of atomic distances. Thus, even
complex structures have dynamically varying precursors in the liquid state
close to the freezing temperature. Precursor is meant to be a configuration
of atoms, which is locally similar to that of the solid compound. In simple
monoatomic liquids, the formation of icosahedral clusters during solidification
will be in competition with the formation of an as dense as possible packing
of atoms.

By molecular dynamics simulations, the cluster structure of liquid alu-
minum under cooling conditions was shown to be near cubic close packed
with some icosahedral cluster elements [87, 130]. Taking into account that the
periodic average structure of icosahedral quasicrystals is closely related to the
structure of fcc aluminum, we can conclude that on-average cubic close packing
and local icosahedral order are not necessarily a contradiction. Quasiperiodic
order can evolve from an on-average cubic close packing by local relaxations
(<1 Å) due to chemical order. The correlation between clusters, over several
hundred ångströms in rapidly solidified metastable quasicrystals, is carried by
the underlying periodic average structure.

The geometrical constraints for the formation of icosahedral quasicrystals
seem to be much stronger than those of decagonal quasicrystals. However,
d-QC must not be seen as stackings of 2D quasiperiodic atomic layers simi-
lar to polytypic structures [14]. The chemical bonding is equally parallel and
perpendicular to the quasiperiodic atomic layers. This is reflected, to some
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extent, in the growth morphology of crystals of the decagonal phase. As it
was shown in the examples of d-Al–Co–Ni and d-Al–Co–Cu [126], the de-
caprismatic crystals not only show prism faces but also facets inclined to
the 10-fold axis (Fig. 10.1). This means that there are low-energy net planes
(atomic layers) connecting quasiperiodic axes with the periodic one, which
can be easily explained in the framework of the periodic average structure
(PAS) of quasicrystals. Since the inclined net planes, which are net planes
of the PAS, link periodic with quasiperiodic directions, they may play a cru-
cial role in establishing quasiperiodic long-range order. Any local deviation
from quasiperiodicity would locally destroy the corresponding net planes. A
decagonal quasicrystal with stacking disorder would not show any inclined net
planes at all. Consequently, the periodic growth along the tenfold axis forces
the quasiperiodic growth in the planes perpendicular to it.

10.2 Stabilization of Quasicrystals

Depending on their unit cell size, rational approximants can be arbitrarily
close to quasicrystal structures. Beside their “advantage” of being periodic,
high approximants can accommodate clusters with noncrystallographic sym-
metry basically as well as QC. Some distortions and disorder are present in
quasicrystals likewise [28]. So, what is the reason behind the formation of
quasicrystals that can be more favorable than that of arbitrarily high ap-
proximants? Why does this big gap exist between experimentally observed
low-order approximants and quasicrystals, why is there no devil’s staircase
of arbitrarily high-order approximants during phase transitions? Obviously,
the free energy of quasicrystals can be significantly lower than that of any
medium- or high-order approximant.

Everywhere in an ideal QC, portions of approximants of any order exist
locally. The strict order of the QC is related to the stability of all this local
realizations of approximants. The structure can be phason-strained if one of
the approximants wins the stability race.

Moving the cutting space along the perp-space, in terms of the nD ap-
proach, infinitely many different locally isomorphous noncongruent structures
form. Since they are all created from the same nD hypercrystal, their Fourier
transforms are the same, except for a phase factor, as well as the Patterson
functions and diffraction patterns. In other words, there is an infinite number
of homometric structures, each one of them with the same total free energy.

In the case of finite real quasicrystals, there will be no infinite but a
large number of configurationally different but energetically (almost) equal
structures contributing to the entropy of the system. This is peculiar for
quasiperiodic structures. Other factors increasing the entropy besides ther-
mal vibrations and chemical disorder are random phason fluctuations. Ran-
dom phason fluctuations lead to atomic jumps (phason flips) in double-well
potentials. In the first approximation the two wells have the same shape and
depth. Taking atomic interactions on a larger scale into account this is no
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Fig. 10.1. (a) Growth morphology of a decaprismatic crystal of decagonal Al-Co-Ni
exhibiting facets inclined to the 10-fold axis (courtesy of A. P. Tsai). (b) (h10h300)
reciprocal space section of d-Al–Co–Ni. (x10x200) sections of (c) the structure and
(d) (x10x3) section the PAS of d-Al–Co–Ni. (e) Structure of the (01100) net plane.
Pictures are taken from [126]
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more true. Phason flips can occur in high-order approximants as well and
may not be the crucial parameters stabilizing quasicrystals against a trans-
formation into approximants. Generally, it is still not clear whether entropy
plays a decisive role for the stabilization of quasicrystals.

In case the Hume-Rothery mechanism applies, QC are favored over ap-
proximants, because Brillouin zones with icosahedral symmetry allow a bet-
ter Fermi surface nesting. The energy balance can be further improved if a
maximum density of low-energy clusters with noncrystallographic symmetry
is compatible with a maximum number of energetically favorable flat atomic
layers (decorated net planes) (Fig. 10.2). It is amazing that almost all atoms
are arranged on flat atomic layers (Ammann planes). This is best visible in
the projection along the 5-fold axis (Fig. 10.2a). The approximant structure
shows flat atomic layers mainly along the 2-fold direction (Fig. 10.2f), how-
ever, much less atoms are covered by them.

The facets bounding a crystal are always flat, densely occupied by atoms
and, therefore, parallel to netplanes, which are related to strong Bragg reflec-
tions. Analogously, these flat atomic layers can be seen as a kind of internal
surfaces, forming interfaces between particular structural regions. Due to their
planarity they can act as mirror planes or glide reflection planes. One should
always keep in mind that the space or point group symmetry of a structure is
a consequence of the optimum structural ordering and not an a priori existing
ordering principle.

Ammann lines of the Penrose tiling are an example of the traces of such
netplanes in a 2D section of a quasicrystal. The netplanes are decorated by
atoms and can have a certain thickness, if a few neighboring loosely packed
atomic layers are combined to “thick atomic layers” (TAL). These TAL fre-
quently form the terminating layers at quasicrystal surfaces (see Sect. 9.5). In
the bulk, they can be seen as low-energy internal surfaces (interfaces). Only
in a quasiperiodic arrangement, clusters with non-crystallographic symmetry
and TAL are fully compatible with each other (see Fig. 10.2a and b). This sta-
bilizes QC topologically against phase transitions. Thus, noncrystallographic
symmetry is a strong constraint for QC structure formation and stability. This
may be one of the reasons why octagonal and most dodecagonal phases are not
stable. Tetragonal and hexagonal arrangements of octagonal and dodecagonal
clusters seem to be an energetically reasonable compromise between periodic
packing and noncrystallographic symmetry.

According to the definition, reciprocal space images of quasiperiodic struc-
tures are purely point diffractive (Bragg reflections only). Reciprocal space
vectors of Bragg peaks (diffraction vectors) are perpendicular to sets of par-
allel net planes. In terms of the nD approach, these net planes are lattice
planes of the nD hyperlattice and their intersections with par-space are the
net planes of one of the periodic average structures (PAS). For each set of
Bragg reflections (harmonics), a different PAS and corresponding set of net
planes exists. These net planes are as relevant for the propagation of electrons
as those of periodic crystals.
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Fig. 10.2. Projections of the structure of i-Cd–Yb (courtesy of H. Takakura) along
(a) a fivefold axis, (c) a threefold axis and (e) a twofold axis. In (b), (d) and (f), the
corresponding projections of 1/1-Cd–Yb are depicted, i.e. along the pseudo-5-fold
and the 3- and 2-fold directions, respectively. The atomic layers form a network
compatible with 5-fold symmetry only in (a) and not in (b). On top of it, almost
all atoms are arranged in flat atomic layers (internal surfaces or interfaces), a kind
of Ammann planes, which interpenetrate each other in a way, which is only possible
in quasiperiodic structures. In all cases projection of a spherical section (diameter
100 Å) of the structures are shown
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Consequently, quasiperiodic structures are the union of an infinite number
of PAS. The “thickness” of the net planes (atomic layers) of the PAS leads to
rapid decrease of the intensities of higher harmonics. The smaller the occu-
pation domains and the simpler the nD unit cell, the better defined the PAS
and the more and stronger the higher harmonics and the more distinct the
band gaps (see QPNC in Sect. 11.2). This property disfavors random-tiling
based structures.

Factors Stabilizing Quasicrystals

• Existence of two or more incommensurate length scales, i.e. that of the
PAS and those of the clusters.

• Noncrystallographic symmetry of clusters and the existence of internal
surfaces, “thick atomic layers (TAL),” crisscrossing them.

• Particular chemical composition favoring an irrational stoichiometry.
• Particular valence electron concentration favoring the Hume-Rothery

mechanism.
• High configurational entropy due to phasonic disorder.

Symmetries Other than 5-, 8-, 10-, 12-Fold Are Disfavored Due to

• poor PAS (see example of 7-fold symmetry 3.6.2).
• geometrical reasons, for instance, no AET with those symmetries are

known in periodic intermetallics.

10.3 Clusters

The structures of quasicrystals, as of many other complex intermetallic com-
pounds, can be well described based on polyhedral recurring structure motifs,
commonly called clusters. In case of icosahedral phases, these are typically
Mackay-, Bergmann- or Tsai-clusters, in case of decagonal phase columnar
Gummelt-clusters. This cluster-based analysis of quasicrystal structures has
been a powerful tool to get the big picture of the complex arrangement of
atoms and to identify the underlying structural ordering principles.

However, there are some open questions concerning the role of clusters for
the stability and physical properties of quasicrystals. Are these clusters more
than just geometrical structure motifs, more than coordination polyhedra?
As already shortly discussed clusters do not necessarily need to be crystal-
chemically well-defined entities. Well defined means, for instance, that the
chemical bonding between the atoms within the cluster differ from the bonds
to atoms outside of the cluster. This is shown in the simple example of fcc
aluminum (Fig. 10.3). The “cluster shells” look quite convincing. However,
the crucial point is that every single Al atom in the structure is surrounded
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r = 2.863 Å 4.049 Å 4.960 Å 5.727 Å 6.403 Å

Fig. 10.3. The first five “cluster shells” around any Al atom in fcc aluminium. The
radii of these coordination polyhedra (cluster shells) have a ratio of 1:

√
2 :

√
3 :

√
4 :√

5 (from [125])

by exactly the same coordination polyhedra and that the bond distances be-
tween neighboring atoms are always exactly the same. Consequently, there is
no crystal-chemical meaning at all in this kind of “cluster.” In this case, a
meaningful description is that of a cubic close packing.

Using the cluster approach for the description of complex structures, it is
necessary to define in what meaning the term cluster is used. Depending on
the context, the term cluster may denote a recurrent structure motif (purely
geometrical pattern), a structural building block or unit (perhaps with some
physical justification), a quasi-unit cell (stable entity in the meaning given
by Jeong and Steinhardt [67]) or a complex coordination polyhedron with
some chemical stability, particularly in case of covalent or ionic bonding. In
some cases, clusters can be considered as electronically stabilized entities, and
according to the jellium model [62] as a kind of soft superatom. In case of
strong covalent intra-cluster bonds and weak inter-cluster interactions, they
may even have a significant mechanical stability [37]. The nanometer-sized
particles obtained, for instance, by laser ablation and investigated in mass
spectrometers, are called free (bare, naked) clusters [90, 135]. If a bare cluster
sits on a surface [68] or in a matrix [94], it is called a supported cluster.
One gets embedded clusters if the matrix is formed by organic ligands, as in
metal-organic compounds [106]. There, the clusters correspond to a polyhedral
arrangement of up to more than 100 metal atoms. In all these cases, it is clearly
defined by the character of chemical bonding that is, it depends on which atom
belongs to a cluster and which one does not.

What the Term Cluster May Mean

226 Structure motif Coordination polyhedra in fcc Al shown in Fig. 10.3.
227 Structural SiO4-tetrahedra in silicate structures (rather stable entities
228 building unit existing in differently connected ways and also in isolated
229 form, e.g. [SiO4]

−4 complex-ions in nesosilicates).
230 Coordination NaCl6-octahedra in the sodium chloride structure (just
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231 polyhedron geometrical visualization).
232 Covering cluster A structural unit is a covering cluster if a quasiperiodic
233 structure can be completely covered by partly overlapping
234 copies of it (see, for instance, [49]).
235 Quasi-unit cell Columnar covering clusters (Gummelt decagons) in
236 decagonal Al–Co–Ni [67].
237 Free cluster Ni–Al clusters up to 55 atoms [30]; fcc NaI clusters [90].
238 Supported cluster nanoparticles of Au on SiO2 [30].
239 Embedded cluster Icosahedral Tl−10

13 cluster in Na4K6Tl13 (electronically
240 stabilized) [23]; pentagonal bipyramidal Ga7-cluster in
241 [Li(thf )4][{(Me3Si)3Si}4{(μ2-Me3Si)3SiGa}2Ga7] [75].

For instance, a 9(12)-shell cluster with a 20.21 Å diameter was derived from
cubic 2/1-Al70Mn6Pd23Si [129], which was used in the structural description
of the icosahedral phase [144]. Taking a closer look at this cluster (Fig. 10.4),
one finds that it consists of fully occupied shells and of disordered/distorted or
partially occupied shells breaking the icosahedral symmetry. The pentagon-
dodecahedral Al-shell (2a) is fully occupied with a rather long Al–Al distances
of 2.947–3.015 Å. The icosahedral shells (1) and (2b) are separated by mere
1.573 Å and the 24 sites can be occupied by 12 Pd atoms only. The 60 split sites
of the third shell can be occupied by 30 atoms only. At high temperature, there
can be a high mobility of the atoms between the split positions. Consequently,
it will be really difficult to define the ‘stable part’ of this cluster, which looks
like a kind of spherical ‘roller bearing’.

 1  2 3 4 56 7 98

Fig. 10.4. Schematic representation of the cluster at the origin in the cubic 2/1-
approximant structure Al70Mn6Pd23Si [144]. Each circle represents a shell or part
of a double shell. The sites in the shells 1 and 3 (dashed circles) can be occupied by
atoms alternatingly only. Shells 3, 5 and 7 (asymmetrically broadened, grey) contain
up to 50% split positions. (from [125])
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Cluster-based structures may have very interesting physical properties
provided that clusters and matrix behave differently with respect to elec-
trons [26, 76], phonons [64], propagation of defects (dislocations, cracks) [93]
or diffusion. In the limit, structures of this type can be considered as a kind of
single-phase nanocomposites with components (atoms, clusters and matrix)
interacting on different scales. Quasicrystals are certainly not typical represen-
tatives of such a material class, however, clusters certainly play a larger role
than being just structure motifs. Metallic bonding is a collective phenomenon
resulting from interactions of atoms inside and outside a cluster. Significant
differences in intra- and inter-cluster bonding may be restricted to those cases
where covalent bonding contributions exist. It is not clear whether the Al-TM
sp-d hybridization, which contributes to a pseudo-gap at the Fermi energy,
plays a role in the stabilization of the clusters. It has been shown that the
electronic density of states exhibits narrow peaks, which have been assigned
to TM-cluster resonance states [26].

There are some indications that clusters, stabilized by covalent bonding,
for instance, are much smaller than the features seen on electron microscopic
images. The stable part of the Al–Mn–Pd cluster may just end at shell 2, re-
sulting in a cluster diameter of 8–9 Å (Fig. 10.4). Only a rather small cluster
has also been identified in a thorough theoretical analysis of possible atomic
clusters in F -type quasicrystals [31]. The 8.12 Å diameter 33-atom B-cluster
(centered icosahedron + dodecahedron) is the best choice for a well-ordered
quasicrystal, such as Al-Cu-Fe. Larger clusters automatically introduce dis-
order. However, since only 78.83% of the total number of sites is covered by
the B-clusters, additional partially disordered clusters (M, M′) are needed to
fill the gaps. According to a charge-density study [76], indications of cova-
lent bonding in the first two shells of the Mackay cluster in α-Al(Mn,Re)Si
corroborate the possible larger stability of very small clusters. Therefore, the
important factor is whether the center of the innermost icosahedral cluster is
empty or filled. According to [74], empty Al12-cluster shells (e.g. in Mackay
clusters) have a covalent-bonding nature, while the centered Al13-ones (e.g.
in Mg–Al–Zn quasicrystals) are metallic. Typical of Al12-clusters are very
short nearest-neighbour distances below 2.55 Å (in fcc Al ≈ 2.86 Å), which
are indicative of strong bonding. In Al6 clusters, the atomic distances can
even reach 2.435 Å [68]. Clusters forming in undercooled liquids [29], certainly
have a kind of stability as well as free clusters with a magic number of atoms
(electrons).

In case of d-Al–Co–Ni, a large (≈20 or even ≈32 Å diameter) covering
cluster (Gummelt decagon, quasi-unit cell approach) has been used for the
explanation of structure and stability [2, 49, 53, 103]. Taking into account the
studies on free Ni–Al [30] or transition metal clusters [135], as well as the struc-
ture of the approximants in the system Al–Co–Ni, the ‘stable clusters’ seem
to be the pentagonal-bipyramidal ones. The ≈20 Å clusters, consequently, are
constituted by small stable subclusters (e.g. S and P subclusters [114]). Most
Al atoms are just glue atoms with a rather high mobility. In a Monte Carlo
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simulation, even some 40% of all Al atoms have been found to be rather
delocalized [51].

How mechanically stable are clusters in quasicrystals? There are some ob-
servations that have been interpreted as proof for the existence of clusters in
quasicrystals with a rather high mechanical stability: on one hand, cleavage
and annealing experiments on i-Al–Mn–Pd [36–39, 41] and d-Al–Co–Ni [40];
on the other hand, molecular-dynamics-based modelling of crack and disloca-
tion propagation in simple quasiperiodic model structures [93, 93, 111].

A cleavage surface results from crack propagation, which avoids cutting
strong bonds. Consequently, the cleavage surface should be parallel to the
network of strongest bonds. This is also true for equilibrium surfaces, which
usually are parallel to net planes of atoms, connected by the strongest bonds.
Annealed surfaces obtained after the usual surface preparation procedures
are always atomically flat, or show atomically flat terraces (see, e.g. [145]).
Since surface atoms always have incomplete coordination, the energy-weighted
surface has to be minimum. This minimum-energy surface does not a priori
have to be flat. If there are strong covalent bonds only within the cluster
shells and not perpendicular to them, a kind of ‘cobblestone’ surface could be
energetically more favorable. However, if the hollows are filled by glue atoms
(i.e. the matrix between the clusters), the energy balance of the flattened
surface would become even better. The energy costs for moving glue atoms has
been shown to be one-order of magnitude smaller than that for cluster atoms
[47]. Even if after annealing the ‘cobblestone’ surface were maintained, there
were obviously no mobile glue atoms. This means that the chemical bonding
does not differ very much between atoms belonging to different cluster shells
or to glue atoms. An analysis of gas-phase clusters made from laser-vaporized
i-Al–Mn–Pd did not identify any cluster occurring in the bulk structure [15].

If one looks at the distribution of strong bonds, as indicated by short
nearest-neighbor distances, in the 2/1-approximant of i-Al–Mn–Pd, one would
expect a very puckered cleavage plane indeed (Fig. 10.5). However, since the
crystal is expected to break along the strongest bond chains, these do not
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Fig. 10.5. One unit cell of the cubic 2/1-approximant Al70Mn6Pd23Si [144]. The
bonds between all atoms are shown, the distances of which are smaller than the sum
of (a) the atomic radii, (b) the covalent radii plus 0.05 Å , and (c) the covalent radii
(from [125])
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seem to be along the shells of the known geometrical clusters. An ab initio
study of the five fold surface of a 3/2-approximant of icosahedral Al–Mn–Pd
revealed, even after relaxation, a flat surface cutting through the Bergman
and pseudo-Mackay (M) clusters [77]. A high mobility of Al atoms in the
M clusters was observed. It is remarkable that the metallic character of the
electronic structure is enhanced at the surface.

The effective size of a cluster may depend on the kind of property con-
sidered. We may identify rather large clusters for geometrical repetition units
(structural building blocks) [53]. Medium sized clusters may be relevant to
electronic [26, 76] or vibrational properties [64]. A particular mechanical sta-
bility against crack propagation [93, 111] due to strong bonds may be re-
stricted to the smallest clusters.

To conclude, one should keep in mind, that the most prominent recurring
structural unit in periodic structures is the unit cell. And, as it is well known
from nanoparticles, the unit cell is not a necessary stable unit per se. Its
properties always have to be considered in the context of all other unit cells
and of its periodic arrangement. The same seems to be true for the ‘unit cells’
of quasicrystals, the clusters.

10.4 Phase Transformations of Quasicrystals

In this section we will focus on the microscopic (geometrical) mechanisms of
quasicrystal transformations. A few scenarios about how the atoms could move
in such transitions will be discussed. Concerning the mechanism of phase tran-
sitions of QC, is there anything peculiar? Do they differ in any way from those
of translationally periodic crystals (PC) or those of incommensurately modu-
lated structures (IMS), or the much better understood large class of aperiodic
crystals [24]? Is it possible to use the same phenomenological approaches such
as the Landau theory? IMS can be described by a 1D, 2D or 3D displacive
and/or substitutional modulation of an underlying periodic basic structure.
The projection of the IMS into one unit cell of the basic structure gives the
periodic average structure (PAS). The periods of the modulation wave and of
the basic structure are incommensurate to each other. The modulation wave
vector may continuously vary with temperature or pressure running through
all rational and irrational multiples of the lattice parameters. In case of ratio-
nal multiples commensurately modulated phases can be formed by a lock-in
transformation. If the amplitude of the modulation wave approaches zero the
PAS of the IMS turns into the basic structure without any variation in the
equilibrium positions of the atoms. This occurs, for instance, if the IMS trans-
forms by a second order phase transition into a HT high-symmetry periodic
structure. The phase transition can be well described in terms of the phe-
nomenological Landau theory with the amplitude of the modulation wave as
order parameter (see, for instance, [11]). At low temperature, IMS can un-
dergo a soft-mode driven lock-in transition to a periodic phase (the irrational
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wave vector locks in a rational value), which can be described as a commen-
surately modulated phase (superstructure).

Geometrically, QC can be described in different ways (QC- and
IMS-setting) depending on what property is to be discussed. Based on
its Fourier coefficients, a QC can be considered as a composite structure of
mass density waves with wave vectors locked by the constraints of noncrystal-
lographic symmetry [12]. Phenomenologically, infinitesimal distortions (linear
phason strain) of the wave vectors (reciprocal lattice) could create a devil‘s
staircase of phase transitions running through all orders of rational approx-
imants as it is known from IMS [11]. This has never been experimentally
observed for QC transitions, however. Contrary to purely displacive IMS,
one-to-one mapping of atomic positions of the QC structure onto atomic
positions in any periodic structure is not possible. The only exceptions are
1D quasicrystal structures and all those with crystallographic diffraction
symmetry.

Despite some similarities between QC and IMS (cf. [123] and references
therein) such as the (lock-in) transformation to rational approximants there
are also major differences: the wave vectors of the mass density waves do
not continuously vary with temperature; QC do not transform to periodic
HT high-symmetry phases in second order transitions; purely displacive QC
⇒ AC transitions are not possible due to topological incompatibilities [33],
equilibrium can be easily achieved during IMS transitions contrary to the
much more sluggish QC transitions. For a more recent comprehensive general
review on phase transitions of quasicrystals see [124].

In the following section, we first discuss examples of quasicrystal ⇔ qua-
sicrystal transitions then of quasicrystal ⇔ crystal transformations. The ex-
amples are taken from [124].

10.4.1 Quasicrystal ⇔ Quasicrystal Transition

Several examples of ordering transitions have been experimentally observed
for icosahedral and decagonal QC. The structures transform either as a func-
tion of composition (morphotropic transitions) (Fig. 10.6) or as a function
of temperature or pressure (polymorphic transitions) (Fig. 10.7). An ordered
quasiperiodic superstructure at low temperature can become disordered at
high-temperature driven by the increase of entropy. In most cases, the su-
perstructures are caused by chemical order (distribution of atomic species on
structural sites).

In the following lines, experimental observations of phase transformations
of quasicrystals of different kind are shortly reviewed.

i-Al6Li3Cu QC 10 GPa=⇒ amorphous 28 GPa=⇒ QC(?)
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Fig. 10.6. Example of morphotropic phase transitions in the stability range of
d-Al–Co–Ni as reflected in its X-ray diffraction patterns. The enlarged area around
the strong 01010 reflection is shown. Positions of S1 and S2 superstructure re-
flections of the type I phase are marked by white and black arrows, respectively.
(a) ‘basic Co-rich’ Al72.5Co19.5Ni8, (b) Al71.5Co18Ni10.5, (c) Al71.5Co16Ni12.5, (d)
Al71.5Co15Ni13.5, (e) ‘superstructure type I (S1+S2)’ Al71.5Co14Ni14.5, (f) ‘super-
structure type I (S1)’ Al71.5Co10.5Ni18, (g) Al71.5Co10Ni18.5, (h) ‘basic Ni-rich’
Al71.5Co8.5Ni20 [124]

Fig. 10.7. Example of a polymorphic phase transition, superstructure type I
(S1+S2) to superstructure type I (S1), for d-Al70Co12Ni18. Reciprocal space sec-
tions h1h2h3h4h5 are shown, with h5 = 1 and 1.5 based on a∗

5 = 4.08 Å, collected
at 800◦C and 850◦C, respectively (marresearch 345, wave length λ = 0.7 Å, oscil-
lation angle Δφ = 0.5◦, Swiss–Norwegian Beam Lines/ESRF, Grenoble). Regions
that show typical changes in the intensities of S1 and S2 satellite reflections and
diffuse scattering phenomena are encircled [124]

After pressure induced amorphisation of i-Al6Li3Cu above ≈10 GPa, a
quasicrystalline (?) phase forms again above ≈28 GPa [3]. The transition was
interpreted in terms of a change from Bergman- to Mackay-type clusters.
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The first coordination shell of Cu decreases up to 12 GPa, remains constant
up to 20 GPa and then increases again up to the highest studied pressure of
33 GPa [113].

R-Al5Li3Cu AC 18.6−23.2 GPa=⇒ amorphous

The cubic approximant R-Al5Li3Cu was found to transform into the
amorphous state between 18.6 and 23.2 GPa [141]. Pressure-induced,
largely isoconfigurational, amorphization indicates a locally close structural
(topological) relationship of the two ordering states such as polytetrahedral
packing.

There are no other pressure-dependent phase transitions of QC known so
far (for an overview see [79]).

i-Al71Mn8Pd21 F
1021 K=⇒ F2 1011 K=⇒ F2M

Several reversible phase transitions have been observed as function of tem-
perature [25, 52, 82]. Above 1021 K, an ordered icosahedral phase is stable,
with F -centerd 6D hypercubic structure (aF = 12.901 Å). Annealing a few
minutes at 1000 K yields the F2-phase, a superstructure of the F -phase,
which can be described in terms of a 6D diamond structure [61]. This phase is
a metastable transient state between the HT F -phase and the LT F2M -phase
[82]. The F2-to-F2M -phase transition takes place around after annealing 10
h at 1011 K indicating a diffusion-controlled mechanism (see also [25]). The
F2M -phase is a modulated quasicrystalline phase with cubic diffraction sym-
metry representing a superstructure of the F2-phase [7].

i-Al63.5Cu24Fe12.5 i-Al–Cu–Fe transforms to a rhombohedral approx-
imant via an intermediate modulated quasicrystalline phase, with the wave
vector varying with temperature [5, 6, 63]. The transition from the i-QC to
the modulated intermediate state was modeled by a mechanism based on
fractional shears of the 6D hypercrystal [32, 35]. A characteristic network
of domains bounded by planar defects results from bounded transformations
mapping the 6D QC lattice onto a lattice for which the physical space is ra-
tional. A detailed model with a periodic phason mode was suggested, which
finally locks into the crystalline approximant [6]. Such a type of second order
transition, driven by a soft phason mode instability was discussed by sev-
eral groups [13, 59, 60, 65]. However, a chemical composition variation could
drive such a transition as well [92]. Indeed, in an experimental study of i-
Al63.5Cu24Fe12.5, it was qualitatively verified that the modulation is thermally
activated, and that atomic diffusion should be involved in the phase transi-
tion. A compositional variation was found for the Al and Fe concentration of
approximately 1.5%.

d-Al–Co–Ni Besides morphotropic (Fig. 10.6) also polymorphic transi-
tions have been observed for d-Al–Co–Ni (Fig. 10.7). There is an ordering
transition from the LT ‘superstructure type I (S1+S2),’ with main reflections
and first and second-order satellite reflections, via the superstructure type I
(S1) to the HT phase without any satellite reflections [42, 127].
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The ‘type I’ ⇒ ‘S1’ phase transition is of second order with an onset
temperature of 1007 K and a finishing temperature of 1042 K [119]. It is
accompanied by an elongation of coordination polyhedra along the tenfold
axis and a contraction perpendicular to it. Thermal expansion was found to
be isotropic at temperatures up to 900 K. The mobility of atoms was estimated
based on diffusion coefficient data. Within 100 s, Co and Al move ≈0.8 and
≈20 Å at 670 K, ≈18 and ≈350 Å at 770 K, respectively.

The transition from the ‘basic Ni-rich’ to the ‘S1-type’ structure has been
studied by in-situ HRTEM on d-Al72Co8Ni20. Already at 723 K the 12 Å in-
tercluster distance disappears and the cluster symmetry changes from m, as
present in samples quenched from 1173 K, to 5 [115]. The ‘S1-type’ super-
order seems to be caused by the orientational order of the clusters with 5-fold
symmetry.

10.4.2 Quasicrystal ⇔ Crystal Transformation

Only a few fully reversible structural phase transitions of QC as a function
of temperature or pressure have been reported so far. Most of them are tran-
sitions between different quasiperiodic ordering states. Quite common, how-
ever, are QC⇒PC transformations taking place under irradiation or during
high-energy ball milling. These transitions are usually accompanied or rather
a consequence of an induced change in chemical composition (morphotropic
transition). Remarkably, even in these cases, characteristic orientation rela-
tionships between special directions in the QC and the transformation product
are found. The formation of mostly metastable QC during devitrification of
amorphous alloys (a-alloys) are also frequently observed. These a-alloys have
been found to undergo a two-stage phase transition during annealing. First,
in the LT regime a metastable quasicrystalline phase nucleates. Later on, at
HT, this QC phase is transformed into a crystalline phase.

This kind of transition requires an extensive reconstruction of the struc-
ture, which needs diffusion of atoms. At temperatures T <Tm/2, i.e. well
below the melting temperature Tm, this can only be achieved if the sluggish
phase transition kinetics is enhanced by ballistic diffusion associated with a
high defect density. This is the case during high-energy electron or ion irradi-
ation as well as during high-energy ball milling, respectively. In these cases,
it is probable, however, that due to induced changes in chemical composition
the transitions are morphotropic rather than polymorphic.

Phase transitions of rational approximants are of interest since they are
built from the same fundamental clusters as the QC they are related with.
A phenomenological study in terms of the Landau theory was performed on
the possible phase transitions in cubic approximants of i-phases [21] and on
decagonal phases [16]. It was therefore assumed that the number of atoms
in the unit cell does not change during the transition. Only, order/disorder
transitions were considered and the results demonstrated transitions in the
0/1-approximant (FeSi-type structure) based on sublattice ordering.
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10.4.2.1 Transitions as a Function of Temperature

i-Al–Cu–Fe(Si)

Several transitions of the i-phase have been observed depending on sample
composition and annealing conditions: QC to cubic 1/1- [102] and rhombo-
hedral 2/2- [6], 3/2- [86] or 5/3-approximants [85]. In some cases an interme-
diate linear-phason strained quasicrystalline phase or a transient modulated
i-phase with satellite reflections along the fivefold directions was observed [9].
According to [8], the transition i-phase (stable at T > 948 K) to rhombohe-
dral approximant (stable at T < 948 K) is reversible. Heating up as-quenched
samples of the i-phase leads first to the formation of the modulated i-phase
(673 < T < 923 K, in some experiments up to 1023 K) with the modula-
tion period (≈200 Å) increasing with temperature. For longer annealing times
(873 < T < 923 K), the system transforms into a two-phase system with chem-
ical composition fluctuations [91] as well as with phason and phonon disorder
[92]. Longer annealing at 943 < T < 953 K recovers well-defined i-phase and
rhombohedral approximant in coexistence.

This behavior was successfully modeled by free-energy analysis in terms
of composition and phason strain [139]. In agreement with the experimental
evidence, the calculated phase diagram shows the HT i-phase and the LT
approximant separated by a two-phase region with both phases coexisting.
By taking into account the energy associated with the phason strain gra-
dient, spatially fluctuating phason strain should be present in the two-phase
region (i.e. a modulated transient phase). In previous experimental work [138]
was found that at the composition Al63Cu24Fe13 the i-phase has its largest
stability range as a function of temperature (730 K < T < Tm). A hypothet-
ical order/disorder transition temperature of 1590 K (melting temperature
Tm ≈ 1100 K) was calculated, based on the intensity evolution with tem-
perature of the superstructure reflections (related to F -centering of the 6D
Bravais lattice). The rhombohedral 2/1-approximant was obtained for com-
positions Al64Cu24Fe12 - Al63Cu26Fe11, the rhombohedral 3/2-approximant
for slightly lower Al concentration such as Al62Cu26Fe12. The intermediate
state (Al63Cu25Fe12, 670◦C) was interpreted by a slope of the strip in the 6D
approach equal to 1.70–1.75 (in the ideal QC it amounts to τ = 1.618 . . . ).

The transition from the as-quenched icosahedral phase to the cubic 1/1-
approximant, α-Al55Cu25.5 Fe12.5 Si7, takes place within 2 h at 750◦C almost
without any change in chemical composition [81]. A theoretical model for
the transition mechanism based on the domain structure observed was sug-
gested. The domains, each one containing a few cubic approximant unit cells,
are assumed already existing in the parent i-phase. They act as nuclei for the
formation of the cubic α-phase. The translation vectors connecting them are
therefore still vectors of the i-phase and the extension of the periodic struc-
ture needs a partial reconstruction between joining domains. The authors
point out that this occurs by small rearrangements of atoms rather than by
a reconstructive transformation [34, 81].
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i-Ti–Zr–Ni

i-Ti41.5Zr41.5Ni17, produced by melt spinning and subsequent annealing,
transforms above 565◦C to the body-centerd cubic W-phase, an 1/1-
approximant [147]. By cooling the reverse transformation it could not be
observed probably due to the sluggish kinetics.

i-Mg–Zn–Al

After heating a mechanically alloyed sample of i-Mg44Zn41Al15 to tempera-
tures above 613 K, it transformed topotactically to the metastable cubic 2/1-
approximant. Cooling the sample down yielded the icosahedral phase again
[17]. It should be kept in mind that mechanical alloying leads to highly defec-
tive samples.

i-Zn–Mg–Y

A reversible phase transition between i-Zn64Mg27Y9 (20 h at 873 K) and
hexagonal h-Zn66Mg27Y7 (72 h at 773 K) was observed during annealing ex-
periments [1]. The hexagonal phase was found being structurally related but
not a rational approximant. At 750 K both phases exist adjacent to each other
in the phase diagram.

cI168-Cd6Me (Me = Ca,Y,Yb)

c-Cd6Y, a 1/1-approximant of icosahedral i-Cd5.7Yb and i-Cd17Ca3, shows a
LT phase transition at 164 K. The transition is believed to be due to the order-
ing of the innermost shell of the basic 66-atom icosahedral cluster occupying
the vertices and body center of the cubic unit cell. The innermost cluster, a
Cd4-tetrahedron in the center of a Cd20 dodecahedron is orientationally dis-
ordered above 164 K. At lower temperatures, the ordering is accompanied by
a very small tetragonal distortion and the formation of a 2×2×1 orthorhom-
bic (?) superstructure [131]. A similar order/disorder transition was found for
isotypic c-Cd6Yb at about 110 K [132, 133]. The LT ordering transition was
also found for the 2/1-approximants Cd84.8Ca14.2 and Cd85.1Yb14.9 below 110
K [99]. Under pressure, the ordering transitions start at higher temperatures
[140]. No phase transformation for temperatures down to 20 K have been
found for the corresponding i-phases.

i-Au42In42Yb16

This stable i-phase, isostructural to i-Cd5.7Yb, transforms below 524 K to the
1/1-approximant [117].
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d-Al–Co–Cu–Si

In a synchrotron radiation diffraction study, it was shown that a slowly cooled
sample with composition Al63Co17.5Cu17.5Si2 was actually a twinned approx-
imant, with lattice parameters a = b = 51.515 Å, c = 4.13 Å, γ = 108◦ [43].
In an in situ high-temperature study on samples with the same composition,
a reversible QC⇔PC transformation was found taking place at ≈750◦C [44].
The observed hysteresis indicates a first order transition [27] identified as-
grown (Bridgman technique) samples as orientationally-twinned 1D QC. The
transformation of this state to the decagonal phase took place at ≈830◦C. In
neither study, transient states (such as in a ‘devil’s stair case’ known from
IMS) have been observed.

d-Al–Co–Ni

A ‘continuous’ transformation between the decagonal quasicrystalline and the
crystalline state was observed by electron-microscopic investigations of dif-
ferently long annealed (1120–1370 K, 40–1370 h) samples with composition
Al72.7Co19Ni8.3 [29]. After homogenization, the d-phase with S1 superstruc-
ture was identified as a minority phase beside a disordered quasiperiodic phase
with pseudo-fivefold symmetry and without superstructure reflections. By pro-
longed annealing these phases were transformed into a 1D QC and finally to
a “non-Fibonacci-type approximant” (for a definition of this term see [29])
with lattice parameters a ≈ 50.8 Å, b ≈ 8.25 Å, c ≈ 32.2 Å.

d-Al–Ni–Fe

A sample with composition Al70Fe7.5Ni22.5 has been shown to transform below
1120 K into Al3Ni2(Fe), Al3Ni(Fe), and Al13(Fe,Ni)4 [48].

Metastable i-Al85Mn14Si1, i-Al85(Mn0.72Fe0.28)14Si1

Metastable QC show rather short correlation lengths of a few 100 Å at most,
i.e. a few cluster diameters only. Additionally, they contain many defects and
may not be fully chemically ordered. Consequently, diffusive transitions to
the crystalline phases will be easier than that of perfectly ordered stable
quasicrystals.

By heating the rapidly quenched samples directly up to 700 K, both
samples were transformed into their orthorhombic modifications, o-Al6Mn
and o-Al6(Mn0.72Fe0.28). In the in situ experiment, the first step starts at
≈620 K and is the completed at 690 K with the formation of the orthorhom-
bic phase. The second step starts at ≈710 K with the formation of the cubic
α-Al–Mn–Si phase and ends at ≈750 K. Based on contrast variation data, the
authors conclude that the Al subnetwork of the i-phase transforms smoothly
into that of the orthorhombic phase without deep modification of the subset
average structure. On the contrary, the Mn subnetwork is completely recon-
structed, and it destabilizes when the Al subnetwork has absorbed too much
external aluminium.
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Metastable d-Al5Pd

On heating to 600◦C for several hours, the d-phase gradually transforms into
decagonally-twinned orthorhombic Al3Pd and into τ -phases [88].

Metastable Octagonal-Phases

Phase transitions of o-Mn82Si15Al3 to either cubic micro-twinned Mn3Si(Al)
(slow heating) or a β-Mn-type (rapid heating) structure have been ob-
served [142]. The transitions are described phenomenologically as being of
the phason-type and resulting from two different phason fields.

A continuous change from metastable o-Cr–Ni–Si and o-Mn–Si–Al to the
cubic phase with β-Mn structure type was observed by moving the SAED
aperture successively from the octagonal to the cubic area of the samples
[136]. The orientational relationship between the cubic and the octagonal
phase resulted in [001]β−Mn||[00001]oct and [100]β−Mn||[11000]oct [83]. The
transformation was explained by gradual introduction of a phason strain field
[89]. A theoretical model based on the Schur rotation (i.e. a one-parameter
rotation in the nD description) for this transition was published by [10].

10.4.2.2 Transitions as Function of Irradiation

By fast particle (electrons, ions) irradiation of a sample above a specific energy
threshold (20–30 eV) radiolytic (ionization and bond breaking) or knock-on
(collision and knocking out of atoms from their sites) damage can take place.
Radiolytic effects predominantly occur at low energies, knock-on effects only
at high-energies. The induced defects accelerate atomic diffusion considerably
[46, 118]. This may help to overcome the sluggish kinetics of low-temperature
QC ⇒ PC transformations.

i-Al62Cu25.5Fe12.5

The irradiation-induced (120 keV Ar+ ions) dose-dependent transition of the
i- to the B2 phase was studied at room temperature (RT) [137] and at liquid-
nitrogen temperature [146]. Between the 5-fold (A5) and 2-fold (A2) directions
of the QC and the corresponding directions of the B2-phase the following ori-
entation relationships were observed: A5||[110]B2, [113]B2, A2||[111]B2. Only
heating the sample above 880 K transformed it back again into the i-phase.
This was taken as evidence for the stability of the B2 phase at RT.

i-Al62Cu25.5Fe12.5, α-Al55Cu27Fe11Si7

Both phases remain stable under irradiation with 900 MeV Pb and 780 MeV
Xe ions at 80 K and at RT [22]. This experiment was complementary to
the above mentioned one due to the different energy deposition by the ions
in the target, i.e. mainly by high electronic excitations instead by nuclear
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collisions. The relaxation of the energy deposited in the excited electrons is
assumed to generate shock waves with pressures of several tens of GPa. Since
quasicrystals are remarkably stable under pressure, it is not surprising that
no phase transition has been induced in this experiment.

d-Al–Co–Cu(–Si,Ge)

Irradiation of d-Al65Co15Cu20 with a 400 kV electron beam induced a struc-
tural transformation to the β-phase, which cannot be observed for beams with
100 kV [105]. In a similar experiment [148], it was shown that d-Al65Co20Cu15

and d-Al62Co15Cu20Si3 first transform into the β-phase (disordered CsCl-
type), which then orders to a CsCl-type phase within 15 min. The authors
concluded that the transformation was not induced by electron beam heating
(ΔT < 323 K) but by radiation damage, and that the major effect consisted
in an enhancement of the rate at which the transformation occurred. The
stable phase at room temperature should be the CsCl-type one, consequently.
The orientation relationship between the d-phase and the cubic phase was as
follows: A10||[110], A2D||[110]or[111], A2P ||[001] (A2P and A2D denote the
two symmetrically inequivalent 2-fold directions).

A QC ⇒ PC transformation was observed during electron beam irradiation
of a microcrystalline sample with composition Al63Co17.5Cu17.5Si2 [9]. The
back-transformation from the microcrystalline to the quasiperiodic state takes
place shortly before the sample begins to melt. Irradiation experiments carried
out later on microcrystalline Al62Co15Cu20Si3 with a 400 keV electron beam
confirmed this phase transformation [104].

The orientation relationship between the d-phase and the β-phase was
explained in terms of the PAS common to both phases [122]. The [110]β di-
rection of the β-phase is parallel to the 10-fold axis of the decagonal QC,
[110]β and [110]β are parallel to the two different 2-fold axes of the d-phase.
From this it follows for the average structure: aPAS

1 ‖[001]β ,aPAS
2 ‖[110]β

and aPAS
3 ‖[110]β . The translation period along [001]β ranges from 2.88 to

2.92 Å, along [110]β and [110]β from 4.08 to 4.13 Å, respectively, and for
lattice parameters of the β-phase from aβ = 2.88 Å in case of AlCo to
aβ = 2.92 Å in case of Al(Co,Cu). This fits nicely to the periods in the
respective directions of the periodic average structure of the d-phase (Al–
Co–Cu: ar = 2.436, aPAS

1 = 2.88, aPAS
2 = 3.96, aPAS

3 = 4.15 Å; Al–Co–Ni:
ar = 2.456, aPAS

1 = 2.90, aPAS
2 = 3.99, aPAS

3 = 4.08 Å).
Under irradiation with 1.5 MeV Xe+ ions d-Al–Co–Cu–Ge transformed via

an Al depleted bcc phase (β-phase?) to an amorphous phase [20]. Annealing
at 873 K restored the d-phase again.

d-Al–Co–Ni

Phase transformations of annealed Al70Co15Ni15 under irradiation with a 120
keV Ar+ ion beam were studied by electron diffraction [100]. The following
transformation sequence was observed as a function of increasing dose: ordered



10.4 Phase Transformations of Quasicrystals 343

d-phase ⇒ disordered d-phase ⇒ bcc phase (?) ⇒ CsCl-type phase ⇒ bcc
phase (β-phase?). First, the increasing number of defects leads to an increase
in disorder accompanied by diffusion of atoms to approach the equilibrium
structure. Then, due to the high concentration of defects thermal diffusion
leads to an ordered (close to equilibrium) state. Finally, further irradiation
destroys the ordered equilibrium phase again.

i-Al70Pd20Mn10

Under 1.5 keV-Ar+-irradiation, the pentagonal surface of icosahedral
Al70Pd20Mn10 transforms into the cubic β-phase [18]. Annealing at 700 K
restores the icosahedral symmetry again. Both phases are in an orientation
relationship with a high degree of structural registry. The authors find “most
remarkable the long-range orientational coherence across the entire macro-
scopic surface of both the bcc and annealed quasicrystalline structures.”
The five fold axis of the i-phase perpendicular to the surface is parallel to
the [110]-direction of the β-phase. This case is very similar to the example
discussed above since the pentagonal surface of the i-phase is similar to that
of a d-phase.

10.4.2.3 Transitions by High-Energy Ball Milling

d-Al65Co15Cu20

The d-phase transforms to a rather disordered nanocrystalline B2-phase after
30 h high-energy ball milling. Annealing up to 150 min at 873 K resulted in
an increased ordering of the B2-phase rather than in the back-transformation
to the decagonal phase [95, 96]. It is unclear whether this is due to the differ-
ent resulting chemical composition of the B2-phase compared to that of the
original d-phase or to a potential LT instability of the d-phase.

i-Al63Cu26Fe11

After 1 h high-energy ball milling in air, the i-phase was partly transformed to
B2-phase [97]. Further milling for 10 h yielded nanocrystalline B2-phase in an
amorphous matrix. Subsequent heating/cooling cycles in a DTA experiment
lead to a partial restoration of the i-phase while annealing at 1123 K for 10–20
h yields just well ordered B2-phase. Ball milling under argon of i-Al65Cu20Fe15

lead to purely amorphous phase [98]. No B2-phase was observed at any time
of this experiment.

Al70Fe7.5Ni22.5

The d-phase transforms after 8 h ball milling into the B2 phase [143].
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10.4.2.4 Amorphous ⇒ Transient QC ⇒ PC

Finally, transformations from the liquid or amorphous state to the crystalline
state via an quasiperiodic intermediate state are briefly discussed.

l-Ti39.5Zr39.5Ni21

The nucleation rate of the i-phase in undercooled liquid alloys is extremely
high (cf. [56, 71] and references therein). This indicates a very low interfacial
energy between the quasicrystalline nuclei and the liquid and, consequently, a
locally similar structural ordering. Since an icosahedron consists of 20 slightly
distorted tetrahedra and has locally a higher packing density than the cu-
bic and hexagonal close sphere packings, the existence of local icosahedral
(polytetrahedral) ordering in undercooled liquids was already suggested by
Frank [45].

Recently, some more experimental evidence for Frank’s hypothesis was
found in an undercooling experiment on liquid Ti39.5Zr39.5Ni21. At 953 K, first
a metastable i-phase formed, which a few seconds later transformed into the
Laves phase that is stable at this temperature [72]. Since the i-phase is stable
only below 843 K, the nucleation barrier for the i-phase must be significantly
lower than for the Laves phase, which also shows local polytetrahedral order.
This small interfacial energy seems to also play an important role in the
frequently observed QC nucleation in amorphous alloys.

Undercooling experiments on binary Ti–Zr and ternary Ti–Zr–Ni alloys
showed that icosahedral short-range-order is best developed for the ternary
alloys with a Ni content of 21%, which is the composition of the i-phase [80].

a-Zr65Ni10Cu7.5Al7.5Ag10

The phase transitions of the bulk metallic glass were studied by continuous
heating and isothermal annealing [84]. Activation energies for QC nucleation
were found with 280 kJ mol−1 significantly smaller than the 366 kJ mol−1 re-
ported for rapidly quenched amorphous ribbons. This indicates a local struc-
ture that is closer to icosahedral order in the bulk metallic glass than in the
amorphous ribbon. The Avrami exponent varied from 3 to 2 as a function of
the already transformed volume fraction of the sample. This was interpreted
by a mechanism of 3D interfacial-controlled growth with zero-nucleation rate
followed by diffusion-controlled growth with changing nucleation rate and, fi-
nally, a 2D interfacial-controlled growth with grain-edge nucleation. At higher
temperatures, the quasicrystalline phase transformed into a crystalline Zr2Cu-
like phase.

The influence of pressure on the amorphous-to-quasicrystal transition was
investigated on a material with the same composition by in situ high-pressure
(0.68 GPa) and HT (663–693 K) X-ray diffraction as a function of annealing
time [69]. The Avrami exponent was determined by the very low value of 1
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indicating that atomic diffusion may play an important role in this phase tran-
sition. Indeed, the main effect of pressure was to enhance the onset tempera-
ture for the formation of QC with a rate of 9.4 K GPa−1 while the temperature
interval for the stability of QC and their grain size decrease.

a-Al75Cu15V10

The amorphous phase, obtained by high-energy ball milling, transforms at
727 K into an i-phase and subsequently, at 794 K, to crystalline Al3V and
Al2Cu [4].

10.4.3 Microscopic Models

Several kinds of geometrical models have been developed to describe the tran-
sitions from and to the quasicrystalline state. The simplest and least realistic
one is just based on a perp-space shear of a nD hypercrystal structure in terms
of the higher-dimensional approach. This corresponds to the action of linear
phason strain. In 3D reciprocal space, increasing linear phason strain man-
ifests itself in a continuous displacement of the Bragg reflections from their
original high-symmetry positions on a Z-module of rank n. In direct space, lin-
ear phason strain causes atomic jumps (phason flips) in a correlated way. The
number of flips increases linearly with the distance between the origin and the
transformation front. This is illustrated in Fig. 10.8, where the transformation
is shown as cutting space rotation in the IMS setting (see also Fig. 3.1).

The atoms can only run through this series of phason flips without strong
local distortions if this is done in the whole quasicrystal in a fully correlated
way. The practical problems related to this mechanism have been discussed
by Steurer ([121, 123] and references therein). A more realistic scenario is
the one shown by the stepped blue line (modulated cutting space) in Fig.
10.8. This course of the curve resembles that of a flattened phason mode. The
transition can start locally everywhere in the quasicrystal, preferentially where
patches of the quasiperiodic structure are actually similar to the approximant
structure. In this case the quasicrystal would transform into an approximant
nano-domain structure (Fig. 10.9).

Close to the transition temperature, AC nuclei begin to grow everywhere
in the QC matrix where locally the structures of the QC and its n/m-
approximant are already very similar (Fig. 10.10). These regions are around
the origin (0,0) and all hyperlattice points of the type (Fk+1, Fk). For spe-
cial values of k where Fk+2 = l(n + m), with l ∈ Z, all those n/m-AC
unit cells are in-phase (i.e. on the same AC-lattice) that have their ori-
gin at hyperlattice points (Fk+1, Fk). This condition is fulfilled for multi-
ples of k as a consequence of the fact that Flk = LFk, with integer L and
l = 1, 2, . . . [58]. Since n,m correspond to subsequent Fibonacci numbers
n = Fk′+1,m = Fk′ , the period of the rational n/m-AC along V‖ corresponds
to (n+m)aPAS = Fk′+2aPAS , with aPAS the lattice parameter of the PAS of
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the Fibonacci chain. Thus, all approximant domains growing from nuclei lo-
cated at positions of that kind are in phase. This explains why domains being
far away from each other can be in phase as observed in decagonal Al–Co–Ni
transformation products [70].

The nuclei, consisting of a few AC unit cells, are chemically well ordered
and their PAS coincides with that of the QC (Fig. 10.9(a)). With increasing
size of the AC domains, however, the interatomic distances of the AC have to
be slightly modified to keep the point density constant over the whole sam-
ple (Fig. 10.9(b)). Thus, the AC domains are strained. The strain can be
partly released by the formation of (n+1)/(m+1)-AC domain walls. Further
grain coarsening allows the strain to be released and to relax the interatomic
distances to their former values (Fig. 10.9(c)).

The registry of AC unit cells on the lattice of the PAS forces the forma-
tion of low-energy domain boundaries or even a smooth transition from one
domain to the other. The AC domains themselves, however, show a kind of
chemically modulated structure (antiphase subdomains, see also Fig. 10.8).
This is a result of the superposition of a completed positional QC ⇒ AC
transformation with the chemical order of the original QC. A well-ordered
AC could be obtained from this transition state only by diffusion processes
during long-time annealing. The diffraction pattern of the transient shown
schematically in Fig. 10.9(a), would be very similar to that of the QC plus,

V⊥

V||

Fig. 10.8. The phase transition from the two-color Fibonacci sequence to the 2/1-
approximant in the IMS-setting. The vertices of the 1D quasiperioidc structures are
generated where the physical space (black horizontal line) cuts the 2D hypercrystal.
The blue lines mark the cutting spaces generating a 2/1-approximant. While the
distance between the straight blue line and V|| increases with increasing distance
from the origin, the stepped blue line fluctuates closely around V||. In the first case,
a single crystalline 2/1-approximant is formed by an increasing number of local
phason flips. In the second case, nano-domains of 2/1-approximants are created by
a few phason flips, separated by discommensurations. The red and green areas in
the background illustrate the resulting nano-domains (from [123])
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QC, AC'
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QC,AC'

Fig. 10.9. Scenario of a QC ⇒ AC transformation. The AC domains are shadowed,
the AC unit cells are schematically outlined, and the lattice of the PAS is shown
by vertical gray lines. The different stages of the transition are shown from top to
bottom: In (a) the PAS (and therewith the point densities) of QC and AC regions
are equal, in (b) the AC domains relax their PAS, and the remaining QC or AC’
matrix acts as discommensuration with respect to the AC lattice. In (c) the final
fully relaxed state with low-energy domain boundaries is shown. The arrows indicate
a unit cell misfit of one period of the PAS [121]

V⊥

V||

Fig. 10.10. Fibonacci sequence (black) superposed by its 2/1-approximant (gray,
online: red) showing locally close agreement. Both have the same PAS. The stepped
gray (online: blue) line connects the same vertices of the approximant hyperlattice as
in Fig. 10.8. The distance between the V|| cuts of a gray and its neighbouring black
hyperatom corresponds to the displacement remaining after a series of phason flips
necessary for a transformation from the Fibonacci sequence to the 2/1-approximant.
This illustrates how a longitudinal phonon mode could drive the QC⇔AC transfor-
mation [123]

additionally, some diffuse scattering. With larger AC domains (Fig. 10.9(b))
broad AC reflections would replace more and more QC reflections and the dif-
fuse scattering would become more structured. Finally (Fig. 10.9(c)), sharp
AC reflections accompanied by (diffuse) satellite reflections plus some less
structured diffuse scattering would be observed.



348 10 Phase Formation and Stability

Fig. 10.11. (at left) Distribution functions of the atomic displacements necessary
for the transformation of d-Al–Co–Ni to a single crystalline 4/6-approximant (broken
line) and to an orientationally twinned nanodomain structure (solid line) as calcu-
lated from the simulations. (at right) Nanodomain structure, consisting of 22,151
unit cells of the 4/6-approximant, calculated in an area of 0 Å � x, y � 8000 Å. The
orientation of each approximant unit cell is selected according to the minimum sum
of displacements necessary for transforming the QC into the approximant. The differ-
ent domain orientations are indicated by different shades of gray (online: colors) [57]

The results obtained for a 1D QC, however, cannot be simply transferred
to decagonal or icosahedral QC. For them such simple one-to-one mappings of
all atoms of the PAS of QC and AC are not possible. Consequently, the first
step in a QC to AC transformation in this model would yield a much more
disordered and vacancy rich intermediate state and in the second step, diffu-
sion would play an important role to reach the thermodynamic equilibrium
state. This was demonstrated in the case of a model structure for d-Al–Co–Ni,
where the specific properties of its PAS cause inherent disorder and the need
of diffusion of approximately 40% of all atoms in course of the second stage
of the QC-to-AC transformation [57] (Fig. 10.11).

Here, the 4/6-approximant was constructed with the lattice parameters
a0 ≈ 60.89 Å, b0 ≈ 83.81 Å in the orthorhombic C-centered setting, i.e.
am = bm ≈ 51.80 Å, γ = 108◦ in the monoclinic one. The periodicity in
the c-direction is ≈4.08 Å for both the quasicrystal and the approximant,
the stacking sequence is the same. This specific approximant was found in the
systems Al–Cu–Co(–Si) and Al–Co–Ni by HRTEM, SAED and high resolution
X-ray diffraction [43, 44, 70, 120]. The structure is built from the pentagonal
clusters (diameter ≈20 Å) that decorate the quasiperiodic tiling. As a result of
lowering the symmetry from P105/mmc to Ccmm the approximant structure
is generated in five possible orientations, each one rotated relative to each
other by 2πi/5 (i = 1, . . . , 4).

However, at least in the case of decagonal phases, 1D quasicrystals have
been observed as intermediate states of the QC ⇒ AC transition. Probably,
they generally play a role as intermediate state in the QC ⇒ AC transitions.
Rochal [110] proposed an interesting two-step mechanism for a “continuous
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defect-free structural transformation of long-range order” of the infinite pen-
tagonal Penrose tiling to one of its orthorhombic approximants through a
series of intermediate structures, one of them a 1D quasicrystal. It essentially
works by applying 1D linear phason strain in combination with a simultane-
ous variation of the shape of the atomic surfaces in the higher-dimensional
description. This is done twice in two mutually orthogonal directions. In case
of finite samples the result cannot be free of defects since insufficient or excess
vertices have to come from or go to infinity. Nothing is said about how chem-
ical ordering is achieved.

Another quasicontinuous mechanism is based on the so-called T-lattice
(incommensurate to the AC lattice), of which at least a subset is left in-
variant during the transition QC to AC [107–109]. The order parameters are
related to the amplitudes of the QC and AC basic mass density waves. The
local structure of the QC and AC is similar close to the T-lattice points
allowing a continuous QC-to-AC transformation by small displacements of
atoms. Farther away from the T-lattice points, atomic diffusion is necessary.
If no relaxation takes place during the diffusion process, the quasiperiodic
long-range order would be preserved. This means that in an X-ray experi-
ment no reflection splitting would be seen after the QC-to-AC transition in
contradiction to what has been already observed.
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Generalized Quasiperiodic Structures

Intermetallic quasicrystals. Locally, their structures do not differ essentially
from other complex intermetallics and the same is true for most of their phys-
ical properties. Fundamentally different, however, is the quasiperiodic long-
range order of their structures and peculiar are the physical properties that
depend on the kind of long-range order. These are, in the first place, prop-
erties based on the propagation of electrons, phonons, and, to some extent,
also of dislocations. Fundamentally different is also their noncrystallographic
point-group symmetry with its implications on physical properties. For in-
stance, icosahedral quasicrystals have fully isotropic elastic properties such as
amorphous materials. The elasticity tensor of i-QC has only two independent
coefficients while one of the cubic crystals has three. However, despite these
new options, their are no real unique applications for quasicrystals up to date.

Soft quasicrystals. Recently, quasiperiodic ordering on a mesoscopic scale
has been observed in several nonmetallic materials such as micellar liquid
crystals and star block copolymers. The building blocks, on the scale of a few
nanometers to tenths of nanometers, order to quasicrystalline domains up to
micrometers. The symmetry of these soft quasicrystals is, at least on average,
dodecagonal. A short overview will be given in Sect. 11.1, for a review see [7].

Artificial quasicrystals. The peculiar propagation of waves in quasiperi-
odic structures can lead to band gaps in a similar way as it is known for pe-
riodic structures. Combined with arbitrarily high rotational symmetry, fully
isotropic band gaps can result. Materials of this kind would easily find appli-
cation in all kinds of devices for the manipulation of electromagnetic waves,
from microwaves to light waves. The same is true of the manipulation of elas-
tic waves, from acoustic to ultrasonic waves. This is the reason for the recent
boom in the development of quasiperiodic photonic and phononic crystals
(for a review see [15]). A short introduction into the basics will be given in
Sect. 11.2.
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11.1 Soft Quasicrystals

The factors governing the formation of soft quasicrystals are largely different
from those controlling formation and stability of intermetallic quasicrystals.
In the latter case, electrons play a decisive role although this may not apply in
the same way to the dodecagonal tantalum tellurides (see Sect. 8.4). Remark-
ably, self-organized soft quasicrystals have been observed with dodecagonal
symmetry only. The origin of this behavior has been ascribed to the existence
of two different length scales and three-body interactions1 [7].

Particular micellar systems, where the supramolecular micelles are built
up of wedge- or cone-shaped mesomorphic dendrons, can form solvent-free
liquid dodecagonal quasicrystals [24] (Fig. 11.1). As a function of temperature,
the originally columnar hexagonal close packed structure transforms into the
dodecagonal liquid quasicrystal (d-LQC). A further increase in temperature
leads to the phase sequence d-LQC⇒ Pm3̄n ⇒ P42/mnm ⇒ bcc.

The other class of soft quasicrystals known so far are three-component
polymeric quasicrystals. ABC star-shaped terpolymers, consisting of polyiso-
prene (I), polystyrene (S) and poly(2-vinylpyridine) (P ), form cylinder

Fig. 11.1. Self-assembly of wedge- or cone-shaped tree-like molecules (dendrimers).
The wedge-shape leads to cylindrical columns, which mostly assemble to hexagonal
cylinder packings. If the chains need more space at higher temperature, the now
cone-shaped molecules assemble to sphere-like micelles. These can adopt different
structures as a function of temperature. In case of the molecule named dendron I,
the dodecagonal liquid quasicrystal forms. The edge length and periodicity along
the 12-fold axis of the structure model shown amounts to 81.4 Å [24]

1 The ultra-soft repulsion of the building blocks and the resulting strong overlapping
of their coronas lead to significant triplet interactions [19].
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Fig. 11.2. Schematic drawing of ABC star-shaped terpolymer chains in bulk (a)
and their nano-domain assembly (b) [5]

Fig. 11.3. (left) TEM image of a star-polymer with composition I1.0S2.7P2.5 with
superimposed tiling. (right) Idealized tiling showing patches of approximants of a
quasiperiodic square–triangle decagonal tiling. The edge length of the tiles amounts
to ≈470 Å[5]

packings with structures of Archimedean and dodecagonal tilings (see
Sects. 1.2.1 and 1.2.6) [5, 18]. The shape of such a columnar star-polymer
is shown in Fig. 11.2. If the three components are immiscible, the molecules
have junction points along a line forming star-shaped columns. These columns
then assemble themselves according to Archimedean or dodecagonal tilings
(Fig. 11.3), depending on the composition of the components.

The triangle/square ratio of the tiling shown in Fig. 11.3 amounts to 2.305
compared to the value of 2.309 for an ideal square–triangle decagonal tiling.
The experimentally observed, on-average, dodecagonal tiling consists of do-
mains with the structure of a tetragonal Archimedean tiling (online: brown,
pink, violet shaded) and of the 8/3 rational approximant (online: yellow, green
shaded).
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11.2 Photonic and Phononic Quasicrystals

Metacrystals (MC) such as photonic and phononic crystals (PTC and PNC)
are artificial periodic heterostructures (composites), which consist of at least
two materials differing in their dielectric or elastic properties, respectively.
To some extent, PTC are to electromagnetic waves what PNC are to elas-
tic (sonic, acoustic) waves and crystals to electrons. The Maxwell equations
describe the interactions of electromagnetic waves in PTC, the elastic wave
equations the propagation of elastic waves in PNC and the Schrödinger equa-
tion the behavior of electrons in a crystal.

Research into PNC [12] started five years after the seminal work of
Yablonovitch [23] on PTC. The first phononic QC (PNQC), however, a
quasiperiodic GaAs/AlAs multilayer structure was already studied in 1985
[9], only one year after the discovery of quasicrystals [11]. From the very
beginning, research in this field was application driven. PTC allow the full
control of light for optical computers or communication devices; they can be
used for frequency filters, absorption-free wave-guides and mirrors, optical
microcavities, or aberration-free negative-refraction-index lenses. PNC can be
used as thermal barriers, elastic/acoustic filters, acoustic lenses, nonabsorbing
mirrors and wave-guides, as sound-protection devices, and even as earthquake
shields. Prerequisite for all of these applications is that the wave length is of
the order of the lattice period of the PTC or PNC and the existence of well de-
fined, omnidirectional and polarization independent band gaps (stop bands),
and transmission (pass) bands. Introduction of appropriate defects can lead
to localized defect states and narrow pass bands inside of band gaps.

In PTC, the existence of a band gap depends on a periodic distribution of
the dielectric constant in a composite heterostructure and an optimum index
contrast. In PNC, it is based on both the periodic spatial variation of the
speed of elastic or acoustic waves and the mass density. A very important
property of MC is the scalability of the effects. In case of PTC the scale
ranges from from microwaves to light waves, in case of PNC from seismic
waves to phonons. The wave propagation is governed by multiple scattering,
constructive and destructive interferences in cases where the dimensions of
the objects and the wavelength are of the same order, and refraction, due
to different wave velocities of objects and surrounding medium. If there are
strong density and velocity contrasts in a PNC, Bragg scattering leads to
broad attenuation bands. If the contrasts are weak, resonance modes of single
scatterers may occur in the frequency range of interest and by hybridization
with the continuum bands determine the position of gaps in transmission
spectra.

Now what is the difference between periodic and quasiperiodic MC (MQC),
what are the peculiarities of quasiperiodic order? The arbitrarily high rota-
tional symmetry of quasiperiodic systems favors omnidirectional band gaps;
higher harmonics in quasiperiodic systems are significantly weaker than har-
monics in periodic systems; the dense set of Bragg reflections makes multiple
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scattering dominating; in quasiperiodic structures, there is a mixture of light
propagation and localization (critical states), Bloch-wave like propagation is
not possible. Covering clusters and smaller subclusters (ringlike and polyhe-
dral arrangements) can act as resonant scatterers at lower frequencies than
its component scatterers.

For a recent review on PTQC and PNQC see [15] and for a general intro-
duction into the field for PTC and PNC see [8, 13].

11.2.1 Interactions with Classical Waves

Two mechanisms are relevant for band gap formation in MC, the Bragg-
scattering and the resonance mechanism. The Bragg-scattering mechanism
is related to the description of a nearly free electron system in a crystal,
where band gaps open at Brillouin-zone boundaries. The resonance mecha-
nism is best viewed in the framework of a tight-binding system. Bragg scat-
tering takes place on net planes, with incident and back-scattered waves, with
wave vector k, interfering to standing waves ψ(k)1 = ψ(k)inc + ψ(k)scatt,
ψ(k)2 = ψ(k)inc −ψ(k)scatt, and a splitting of the dispersion relation results
(Fig. 11.4). Bragg gaps only form at Brillouin-zone boundaries at frequencies,
ω, close to ωG = πcmatrix/a0, with a0 the lattice period and cmatrix the wave
velocity in the matrix material.

The resonance mechanism is based on strong Mie resonances of the scat-
tering objects [10]. If the resonators in a structure are independent from each
other, they all have the same resonance frequency ωres. Only the coupling
medium, i.e. the matrix material, hosts additional wave states. The contin-
uum band of the surrounding matrix material interacts with the resonance
states by hybridization. In the dispersion relation, this interaction takes place
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cb reflb
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ωres

π/a0 2π/a0
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Fig. 11.4. (a) Dispersion relation in a periodic MC. In periodic structures the inter-
action of continuum waves (cb) with waves reflected at the Brillouin zone boundaries
(reflb) cause the formation of gaps at the zone boundaries. If there are resonance
states of the single scattering objects (b), a gap can be formed due to the interac-
tion of resonance modes (resb) with modes of the continuum band (cb). Contrary to
Bragg gaps, resonance gaps can be formed in periodic structures with or in aperiodic
structures without zone boundaries [15]
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at frequencies close to ωres, at the intersection of the flat resonance band (resb)
with the linear continuum band (cb) (Fig. 11.4). This frequency is structure-
independent, only a minimum distance between the scatterers is required.
Consequently, the position of the gaps does neither depend on the lattice pa-
rameters nor on the Bragg condition. This has the advantage of allowing band
gaps with structures smaller than the wavelength. The disadvantage is that
resonance implies energy dissipation by absorption.

In general, both regimes will be present in MC to some extent. Mie scat-
tering in the same frequency range as Bragg scattering favors broad band gaps
which can be easier engineered into omnidirectional ones.

Waves in an index-modulated heterostructure undergo multiple diffrac-
tion and refraction processes. By interference wave fields are formed which
can either propagate and transport energy or are localized. Electromagnetic
waves propagate in PTC as Bloch waves, i.e. with wavelengths related to
the lattice period a0. For dielectric PTC, there extends a large transmis-
sion band from zero frequency to the first band gap. That opens for a fre-
quency ν ∼ c/(2neffa0), i.e. at a wavelength λ ∼ 2neffa0, with a0 the period
along the direction of wave propagation, neff =

√
εeff the effective composite

refractive index (effective index), ε the effective dielectric permittivity and
εeff = (1 − f) + fε, with the filing factor f of the dielectric. Accordingly,
this gap is related to the first Bragg peak and its width depends on its in-
tensity. The symmetrically equivalent MC directions along which such band
gaps appear are the same at which the related Bragg peaks show up.

Consequently, the diffraction symmetry is the relevant symmetry for the
orientation dependence of the band structure. The higher the rotational sym-
metry the closer to a circle is the Brillouin zone and the more overlapping
are the band gaps in the different directions. An overlap of gaps for all direc-
tions can therefore be achieved even when the gaps are narrow. Therewith,
constituent materials can be used with lower index contrast than for the best
PTC with crystallographic symmetry. This is particularly important in the
cases of self-organized colloidal MC, because usually only low index contrast
can be achieved in such systems.

In case of metallic PTC, the low frequency spectrum is characterized by
strong attenuation, the plasmon photonic band gap, followed by a first trans-
mission band for λ ∼ 2neffa0. Up to this frequency, metallic PTC behave just
in the opposite way to dielectric PTC, at higher frequencies the spectra are
similar.

What are the mechanisms of wave propagation and band gap formation in
case of MQC, are there still a kind of Bloch waves existing? The Borrmann
effect, i.e. anomalous (easy) transmission of X-rays through a perfect crystal,
has been observed in icosahedral Al–Mn–Pd quasicrystals [4], 15 years after its
prediction [1]. For anomalous X-ray transmission, a standing wave must exist
with its nodes at the planes of highest electron densities. This is easy to fulfil
in case of a periodic structure. For quasiperiodic structures these planes of
highest electron densities are the thick atomic layers related to the net planes
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(lattice planes) of their PAS [2, 14]. This is also true for MQC, and we can
assume that the Bloch waves in quasiperiodic structures are related to their
respective PAS. The broader distribution of averaged scattering densities of a
PAS compared to that of an MC may be one reason for the slower evolution
with increasing thickness of Bragg gaps in the transmission spectra of MQC.

What else is typical for MQC? In the absence of strong resonances of
the single scatterers, the scaling symmetry as well as the self-similarity of the
structure are reflected both in the transmission spectra and the band structure
(Fig. 11.5).

Further typical for MQC is the coexistence of extended and localized (or
confined) as well as critically localized modes. While in simple periodic struc-
tures all modes are extended, simple quasiperiodic order seems to get well
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along with localization. This is usually explained by the conflict between ape-
riodicity, which drives for localization, and self-similarity, which drives for
extended wave functions [3]. The intermediate, weaker form of localization is
reflected in the critical wave functions, usually decaying not exponentially but
by a power law.

The type of the spectrum strictly determines the nature of the wave func-
tions and critical waves are intrinsic to systems with singular continuous spec-
tra ([6], and references therein). High-symmetry patches (clusters) with a high
local index variation can act as centers hosting localized resonance modes
(coupled single object resonances). Due to the repetitive properties of some
quasiperiodic structures, such clusters will occur everywhere in the structure,
again and again. For instance, in case of the regular Penrose tiling any patch
with diameter d will be found again within a distance of 2d. Overlapping wave
functions localized at adjacent clusters then allow the exchange of energy and
therewith propagation. Consequently, if these clusters are distributed sparsely
(e.g., singular tilings with just one high-symmetry cluster in the center) the
modes are trapped. This has been demonstrated for 8-, 10-, and 12-PTQC
[20, 21].

Band gap engineering benefits from the many different vertex configu-
rations that are possible in quasiperiodic structures since this allows a large
variety of different defects to be created. A similar flexibility for periodic struc-
tures is only possible in complex, large-unit-cell structures such as high-order
rational approximants. It is also advantageous that band gaps of MQC can
be optimized without affecting other gaps too much. For instance, knowing
the wave field distribution in the QMC, one can modify the structure exactly
where the field amplitude is highest for the gap-edge frequency. Contrary to
periodic MC, the spatial distribution of these maxima need not be the same
for different gaps. This has been demonstrated on the example of a 12-PTQC,
consisting of dielectric cylinders in air [22]. The introduction of further scat-
tering objects at these sites allows to specifically modify band-edge states and
also widen the band gaps thereby.

11.2.2 Examples: 1D, 2D and 3D Phononic Quasicrystals

The calculated transmission spectrum for a Fibonacci-sequence-based struc-
ture of epoxy sheets embedded in water (FS-PNQC) is shown in Fig. 11.6. One
clearly sees that each peak in the Fourier spectrum corresponds to a dip in
the transmission spectrum. Consequently, the band gaps are caused by Bragg
scattering, resonances do not play a significant role since the volume fraction
of the scattering objects is rather small.

Due to the close correspondence between Fourier and transmission spec-
trum, the scaling symmetry of the Fourier spectrum is well reflected in the
transmission spectrum. The original and scaled spectra are shown superim-
posed in Fig. 11.6.
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Fig. 11.6. Characteristics of the FS-PNQC. (a) The structure consists of 55 thin
epoxy sheets in water arranged like a Fibonacci sequence; the distance from the
origin, r, is normalized by the period of the PAS, aPAS. (b) Fourier spectrum with
normalized structure amplitudes with τ -scaled spectrum superimposed (gray, on-
line: red); the peak related to the PAS, consequently, appears at aPAS/r = 1. (c)
Transmittance spectrum with τ -scaled spectrum superimposed (gray, online: red);
the gap related to the PAS appears at faPAS/c = 1/2. In the inset, the enlarged
section is shown of the band around faPAS/c = 1 after scaling with τ (red). Note the
close correspondence of the Fourier spectrum and the transmission spectrum [15]

On the example of an octagonal PNQC (8-PNQC), we show the difference
in the transmission spectra for the case of strongly resonant scattering as well
as for the case of dominant Bragg scattering (Fig. 11.7). In the first case,
the 8-PNQC consists of thick soft polymeric rods in water, in the second of
steel rods in water. One sees that the maxima in the scattering cross section
of the polymeric rods determine the dips in the transmission spectrum. The
superimposed spectra for the two directions marked in Fig. 11.7(a) coincide
to a large extent. This illustrates the direction independence of resonance
spectra.
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Fig. 11.7. Characteristics of the 8-PNQC. (a) Section of the underlying octagonal
tiling with its PAS (b). (d) In case of an 8-PNQC based on soft polymeric cylinders
in water, the positions of the band gaps (for the directions of transmission marked
in (a)) are directly determined by the resonances in the scattering cross section of
the single rods (c). (f) In the Bragg scattering 8-PNQC (steel rods in water), the
band gaps (black) open at the same frequencies as do the gaps of periodic PNC with
the square PAS (gray, online: red). Compared to other tilings the octagonal tiling
possesses a strong PAS (e) [15]

For the 8-PNQC with hard scattering contrast, we see again the corre-
spondence of the strong Bragg peak and the first deep minimum in the trans-
mittance (Fig. 11.7e, f). One also sees the coincidence of the first minima of
the 8-PNQC and its PAS, which is depicted in Fig. 11.7b. The lattice period
of the PAS amounts to aPAS = 2ar/(

√
2 + 1), with ar the edge length of the

tiles. Due to topological incompatibilities, the PAS of the octagonal tiling has
only an occupancy factor of 0.83 compared to 1 for the Fibonacci sequence
(see Sect. 3.6.3.4).

The situation is similar for PNQC with 10-, 12-, and 14-fold rotational
symmetry. For 10- and 14-PNQC, the transmission spectra are getting more
and more spiky with poorly defined first minimum.

Quasicrystals with icosahedral symmetry are closest to 3D isotropy. i-
PTQC can be manufactured rather simply by optical interference lithography
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Fig. 11.8. (a) Photograph of the icosahedral PNQC used for the measurements is
shown. It consists 3,438 steel spheres in polyester. (b) The icosahedral tiling under-
lying the i-PNQC modulo the unit cell of the PAS results in point sets circumscribed
by triacontahedra on an fcc lattice. (c) Experimental longitudinal wave transmission
spectra of the i-PNQC along a twofold axis (solid line) and its fcc PAS-PNC for the
[100] direction (dashed line). (d) Calculated band structure of the PAS-PNC along
the [100] direction. Transmission (dashed line) and reflection (dotted line) spectra
for shear waves for the PAS-PNC (e) and QPNC (f) for the same directions as
in (c). The shaded regions in (c–e) denote the frequency ranges of the longitudinal
hybridization and the shear Bragg gaps [17]

(multibeam hololithography or holographic lithography) since PTC should
have connected framework structures. In contrast, assembling 3D PNC is
much more tricky because the scattering objects have to be disconnected.
An example of an i-PNQC is shown in Fig. 11.8a. It has been fabricated
layerwise by embedding, totally 3,438 steel balls (1 mm diameter, 1.25 mm
shortest distance, filling fraction 0.074) in polyester [17]. For comparison, an
fcc PNC (PAS-PNC) with the unit cell parameter of the PAS, aPAS

0 = 3.227
mm was used (1,458 steel balls, filling fraction 0.062).
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In the following, we compare the spectral properties of the i-PNQC and its
periodic average structure, PAS-PNC. The calculated band structure of the
PAS-PNC for wave propagation along [100] shows a hybridization band gap
for longitudinal and a Bragg gap for transverse polarized waves (Fig. 11.8d).
The resulting stop bands are well visible in the transmission spectra. For
longitudinal waves, the transmission curves of both QPNC and PAS-PNC
indicate a deep and large band gap (Fig. 11.8c). This hybridization-induced
gap opens up as a result of interaction between a narrow band originating from
resonant dipole states of the individual steel balls with the band resulting from
the propagation of the elastic waves in a homogeneous effective medium. Since
QPNC and PAS-PNC contain the same kind of steel balls with similar filling
fraction, the resulting gaps coincide perfectly.

This is different for the first shear wave band gaps (Figs. 11.8e and f).
These Bragg gaps are orientation dependent, with an overlap of ≈50% for the
[100] and [111] directions of the PAS-PNC. The Bragg gaps of the PNQC are
much more isotropic due to its higher symmetry (order 120 of m3̄5̄ compared
to 48 of m3̄m). While the bands and gaps of the PAS-PNC are well visible
in both transmission and reflection (Fig. 11.8e), the Bragg gap formation of
the PNQC is indicated only in the reflection spectrum (Fig. 11.8f). Around
350 kHz, a well-resolved reflection band can be observed in the transmission
spectra of both the the PAS-PNC and the PNQC. The central frequencies are
equal because so are the boundaries of the Jones-zone for the PNQC and of
the Brillouin-zone for the PAS-PNC inducing the gap.
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Glossary

Alternation condition The alternation condition is a weak → matching
rule, valid at least for all tilings with N -fold symmetry, where N is a prime or
twice a prime, as well as for the canonical icosahedral tiling. It requires that
tiles, which are related by mirror symmetry, have to alternate along each lane
of tiles (→ worm). There can be any number of other types of tiles between
such pairs of tiles. The alternation condition can be enforced by arrowing the
tiles.

Ammann lines Tilings of the → PLI class have the property that, if their
unit tiles are properly decorated by line segments, these join together in the
tiling and form sets of continuous lines (Ammann lines). According to the ori-
entational symmetry, N sets form of parallel quasiperiodically spaced lines,
which are called Amman N -grid or Ammann quasilattice. Contrary to a pe-
riodic N -grid with noncrystallographic symmetry, it has a finite number of
Voronoi cell shapes.

Ammann planes Analogously to Ammann lines, Ammann planes form in a
particular LI class of 3D Penrose tilings.

Aperiodic tiles Set of tiles with local matching rules forcing nonperiodicity.

Atomic surface Perp-space component of an nD hyperatom, also called
occupation domain, which corresponds to a probability density function of
finding an atom.

Cluster In case of quasicrystals and complex intermetallic alloys, typical
recurrent structure motifs are frequently called clusters. It can be, but it does
not need to be, that these clusters differ from the matrix part of the structure
in chemical composition, bonding, and physical properties.

Covering Patch of tiles covering a tile with overlaps but without gaps.

Enantiomorph Objects which are mirror-symmetric to each other, without
having mirror symmetry themselves, are called enantiomorphs. They are said
to be enantiomorphic.
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Fibonacci numbers Numbers, 0, 1, 1, 2, 3, 5, 8, 13, . . . , generated by the
recurrence relation Fn+2 = Fn+1 + Fn, with F0 = 0 and F1 = 1. The limit of
the ratio (Fn+1/Fn approximates τ = (1 +

√
5)/2.

Hyperatom nD object decorating the unit cells of an nD hyperlattice in
the frame of the higher-dimensional approach. The par-space component of a
hyperatom describes a real atom, its perp-space component is called → atomic
surface or → occupation domain

Hypercrystal nD generalization of a crystal.

Ideal crystal Infinite mathematical object with an idealized crystal struc-
ture. An ideal crystal can be ordered or disordered. If it is disordered, it is
not periodic anymore, however, it has a periodic average structure.

Imperfect crystal Real crystal containing defects that are not in thermo-
dynamic equilibrium (e.g., dislocations) in addition to equilibrium defects.

IMS-setting Embedding of a quasiperiodic structure analogous to that of
an incommensurately modulated structure. This can be achieved by a par-
space shear of the hypercrystal structure. The standard embedding is the →
QC-setting.

Klotz construction Special tiling of the space within the nD approach.

Lane of tiles → worm

Local isomorphism Two tilings are locally isomorphic if and only if every
finite region contained in either tiling can also be found, in the same orien-
tation, in the other. In other words, locally isomorphic tilings have the same
R-atlases for all R, where the R-Atlas of a tiling consists of all its tile patches
of radius R.

The LI class of a tiling is the set of all locally isomorphous tilings. Locally
isomorphic structures have the same autocorrelation function, i.e. they are
homometric. This means they also have the same diffraction pattern. Tilings
which are self-similar and which have matching rules and an Ammann quasi-
lattice are said to belong to the → Penrose local isomorphism (PLI) class.

Metacrystal Crystal consisting of building units other than atoms (ions,
molecules), such as photonic or phononic crystals.

Matching rules Matching rules rather allow to check whether a tiling is
quasiperiodic than to be used as a growth rule, which can be derived either
from substitution (deflation) rules or based on the higher-dimensional ap-
proach. Matching rules can be coded either in the decoration of the tiles or in
their shape.

A tiling is said to admit perfect matching rules of radius R, if all tilings
with the same R-atlas are locally isomorphic to it. Perfect matching rules are
known for tilings with 5-, 8-, 10-, 12-fold and icosahedral symmetry.

A set of matching rules is said to be strong, if all tilings admitted are
quasiperiodic, but not in a single LI class.
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Weak matching rules are the least restrictive ones which guarantee
quasiperiodicity. They allow bounded departures from a perfect quasiperiodic
tiling and the diffraction pattern will show diffuse scattering besides Bragg
diffraction.

Non-local matching rules need some global information on the tiling.

Nanocrystal Real crystal with dimensions on the scale of nanometers; its
structure may fundamentally differ from that of larger crystals with the same
composition.

Occupation domain → atomic surface

Packing An arrangement of an infinite number of copies of a set of 3D proto-
tiles, face to face, without any gaps and overlaps.

Paracrystal Crystal showing string correlated lattice disorder, which is not
necessarily bounded.

Parallelepiped A solid with six faces, each a parallelogram and each being
parallel and congruent to the opposite face.

Parallelotope A generalization of a → parallelepiped to n dimensions.

Pell numbers Numbers, 0, 1, 2, 5, 12, 29, 70, 169, . . . , generated by the
recurrence relation Pn+2 = 2Pn+1 + Pn, with P0 = 0 and P1 = 1. The limit
of the ratio (Pn+1 + Pn)/P(n + 1) approximates

√
2.

Penrose local isomorphism (PLI) class Tilings, which are self-similar,
have matching rules and an Ammann quasilattice are said to belong to the
Penrose local isomorphism (PLI) class → Local isomorphism

Penrose tiling Three variants of the Penrose tiling are known. P1: pentagon–
rhomb tiling, P2: kite-and-dart tiling, P3: rhomb tiling. All three of them are
mutually locally derivable and belong to the Penrose local isomorphism (→
PLI ) class.

Perfect crystal Real crystal in thermodynamic equilibrium (only point de-
fects are possible such as thermal vacancies, impurities).

PLI class → Penrose local isomorphism class.

Point group A point group is a set of symmetry operations (symmetry
group) of an object which leave at least one common point invariant. Point
group operations are rotations, reflections, inversions, and rotoinversions.

Quasicrystal By the term quasicrystal we denote real crystals, the diffrac-
tion patterns of which show noncrystallographic symmetry. We do not use the
terms quasicrystal and quasiperiodic structure synonymously. Quasicrystals
may have strictly quasiperiodic structures. However, their structure may also
be quasiperiodic on average only; or, even only somehow related to quasiperi-
odic structures. While quasiperiodic structures must obey the closeness con-
dition in the nD description, this may not be the case for the structure of
quasicrystals leading to a kind of lock-in state.
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QC-setting Standard embedding of quasiperiodic structures as opposed to
the → IMS setting.

R-atlas The R-atlas of a tiling consists of all tile configurations within a
circle of radius R.

Real crystal Single-phase material which can be described refering to an
ideal crystal.

Reflection conditions Conditions of occurrence for Bragg reflections that
define when the structure factors are not systematically zero.

Row of tiles → worm

Self-similarity There exists a mapping of the tiling onto itself, generating
a tiling with larger tiles. This mapping is called inflation operation since the
size of the tiles is distended. The inverse operation is deflation which shrinks
the tiling in a way that each old tile of a given shape is decorated in the
same way by a patch of the new smaller tiles. Self-similarity operations must
respect the matching rules. Sometimes the terms inflation (deflation) are used
just in the opposite way referring to the increased (decreased) number of tiles
generated.

Space group An nD space group is the set of symmetry operations (sym-
metry group) of an nD crystal pattern. Space group symmetry operations are
translations, screw rotations and glide reflections in addition to point group
operations such as rotations, reflections, inversion and rotoinversions. The set
of all translations form the translation subgroup of the space group, which is
an Abelian group.

Supertile Larger tile decorated by smaller tiles.

Symmorphic space group A space group is called symmorphic if, apart
from the translations, the generating symmetry operations are all point group
operations. The Hermann–Mauguin symbols of symmorphic space groups do
not contain any glide or screw operations.

Tiling Pattern consisting of a gapless, edge-to-edge arrangement of an infinite
number of copies of a set of proto-tiles.

Worm A worm (row, lane) is an infinite set of tiles joined along their parallel
edges. It consists of all tiles that are duals of all the intersections lying on a
single grid line of an n-grid.
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Ag-Al-Cu-Ni-Zr, 344

Ag-Ca-In, 302, 304

Ag-Ce-In, 304

Ag-Eu-In, 304

Ag-Ga-Yb, 304

Ag-Gd-In, 304

Ag-In-Pr, 304

Ag-In-Tm, 304

Ag-In-Yb, 302, 304, 339

Ag-Sc-Zn, 302

Al, 329

Al-B, 254

Al-Co, 257

Al-Co-Cu, 250, 257, 342, 343

structure model, 261

Al-Co-Cu-Si, 340

Al-Co-Ni, 257, 278, 325, 335, 336, 340,
342

structure model, 263

Al-Cu-Co, 248

Al-Cu-Fe, 291, 295, 336, 338, 341, 343

QG model, 305

Al-Cu-Fe-Mn, 248

Al-Cu-Fe-Si, 294, 295, 338, 341

Al-Cu-Ir, 257

Al-Cu-Li, 291, 295, 298, 299, 334

Al-Cu-Mn, 248

Al-Cu-Os, 295

Al-Cu-Rh, 257

Al-Cu-Ru, 294, 295

Al-Cu-Ru-Si, 295

Al-Cu-Sc, 302

Al-Cu-V, 345

Al-Fe-Ge-Mn, 273

Al-Fe-Mn-Si, 340

Al-Fe-Ni, 250, 257, 321, 340, 343

Al-Fe-Pd, 248

Al-Ga-Mg-Zn, 298

Al-Ir-Os, 275

Al-Li-Si, 308

Al-Mg, 291

Al-Mg-Pd, 298

Al-Mg-Zn, 298, 300, 339

Al-Mn, 250, 273, 291

Al-Mn-Pd, 273, 292, 295, 297, 312, 330,
332, 336, 343

Al-Mn-Pd-Si, 295, 296

Al-Mn-Si, 255, 295, 340, 341

Al-Ni-Rh, 257

Al-Ni-Ru, 275

Al-Ni-Si, 248

Al-Os-Pd, 275, 295

Al-Pd, 275, 341

Al-Pd-Fe, 295

Al-Pd-Re, 295

Al-Pd-Ru, 275, 295

Al-Pd-Tc, 295

Al-Rh-Si, 295

alternation condition, 35, 37, 39, 373

Ammann grid, 9

Ammann lines, 9, 24, 36, 373

primary, 36

secondary, 36

Ammann planes, 44, 373

Ammann quasilattice, 9, 13, 24
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primary, 39
secondary, 39

Ammann tiling, 170, 177
approximants, 183
periodic average structure, 180
setting 1′, 173
setting 1, 171
setting 2, 173

Ammann-Beenker tiling, 13, 36
aperiodic tiles, 373
Archimedean solids, 51
Archimedean tilings, 18
atomic displacement factor (ADF), 72
atomic displacement parameters (ADP),

72
atomic scattering factors, 72
atomic surface, 373
atomic surfaces, 68

Ammann tiling, 177
dodecagonal tiling, 154
Fibonacci sequence, 82
heptagonal tiling, 166
octagonal tiling, 115
partition, 68
Penrose tiling

partition, 132
QG model

Al-Cu-Fe, 307
tetrakaidecagonal tiling, 165

Au-Ca-Ga, 304
Au-Ca-In, 302, 304
Au-Ca-Sn, 304
Au-Ce-In, 304
Au-Ce-Sn, 304
Au-Dy-Sn, 304
Au-Eu-Sn, 304
Au-Gd-In, 304
Au-Gd-Sn, 304
Au-In-Yb, 304
Au-Pr-Sn, 304
Au-Sc-Zn, 302
Au-Sn-Tb, 304
Au-Sn-Yb, 304
axial quasicrystals, 249

β-Mn, 255
B-C-Mg, 254
B-C-Sc, 253
B-C-Y, 253

B-Cr-Y, 253
B-Mg, 254
B-Mo-Th, 253
B-Na, 253
B-Re-Y, 253
B-Th, 253
B-Y, 254
Be-Ru, 304
Bi-Mn, 280
Binet’s formula, 10
borides, borocarbides and carbides, 252

C-Co-Dy, 253
Ca-Cd, 292, 302, 304, 305, 339
Ca-Cd-Mg, 302
Catalan solids, 51
Cd–Yb, 321
Cd-Dy, 304
Cd-Dy-Mg, 302
Cd-Er-Mg, 302
Cd-Eu, 304
Cd-Gd, 304
Cd-Gd-Mg, 302
Cd-Ho-Mg, 302
Cd-Lu-Mg, 302
Cd-Mg-Tb, 302
Cd-Mg-Tm, 302
Cd-Mg-Y, 302
Cd-Mg-Yb, 302, 321
Cd-Nd, 304
Cd-Pr, 304
Cd-Sm, 304
Cd-Sr, 304
Cd-Y, 304, 339
Cd-Yb, 292, 302, 304, 327, 339
character table

decagonal group 10mm (C10v), 122
dodecagonal group 12mm (C12v),

148
heptagonal group 7m (C7v), 102
icosahedral group 3̄5̄m (Ih), 170
octagonal group 8mm (C8v), 108
pentagonal group 5m (C5v), 94
point groups of type Nm(CNv) for

even order p of N , 93
point groups of type Nm(CNv) for

odd order p of N , 93
tetrakaidecagonal group 14mm

(C14v), 158
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charge flipping (CF), 215
Cheshire group, 211
closeness condition, 83
clusters, 256, 328, 373

cleavage surface, 332
meaning, 329
mechanical stability, 332

Co-Cu-Ga, 273
Co-Sc-Zn, 302
complexity, 5
covering, 7, 373

Gummelt, 28
Cr-Ni, 280
Cr-Ni-Si, 255, 341
crystal

aperiodic, 3
ideal, 3
imperfect, 3, 195
metacrystal, 3
nanocrystal, 3
perfect, 3, 195
quasicrystals, 4
real, 3, 195

Cs-Cl, 308
Cu-Fe-Ga-Si, 273
Cu-Ga-Lu, 304
Cu-Ga-Mg-Sc, 302
Cu-Ga-Sc, 304
Cu-Sc-Zn, 302

D-basis, 64
transformation to V -basis, 93

D direction, 143, 171
d-Al-Co-Ni

phase diagram, 265
Debye-Waller (DW) factor, 72
decagonal quasicrystals, 256

eight-layer periodicity, 275
inclined netplanes, 324
six-layer periodicity, 273
surface, 277
two- and four-layer periodicity, 256

decagonal structures, 121, 127
deflation operation, 8
degree of quasiperiodicity, 169
dendrons, 360
diffraction

Convergent beam electron diffraction
(CBED), 199

Low energy electron diffraction
(LEED), 200

neutron, 200
Selected area electron diffraction

(SAED), 197
X-ray, 197

diffuse scattering, 231
d-Al-Co-Ni, 238
i-Al-Mn-Pd, 231
phason diffuse scattering (PDS), 235
thermal diffuse scattering (TDS), 235
Thue-Morse sequence, 233

direct methods, 214
normalized structure factors, 214

dodecagonal quasicrystals, 279
dodecagonal structures, 147
Dy-Mg-Zn, 257, 298

electron microscopy, 196
Cs-corrected, 196
high-angle annular detector dark-field

scanning transmission electron
microscopy (HAADF-STEM), 196

high-resolution transmission electron
microscopy (HRTEM), 196

phase contrast, 196
scanning electron microscopy (SEM),

196
transmission electron microscopy

(TEM), 196
Z-contrast, 196

enantiomorph, 373
Er-Fe-Sc-Zn, 302
Er-Mg-Zn, 257, 298
Euler’s totient function, 249

factors stabilizing quasicrystals, 328
Fe-Ho-Sc-Zn, 302
Fe-Mn-Si, 255
Fe-Sc-Tm-Zn, 302
Fe-Sc-Zn, 302
Fibonacci numbers, 10, 374
Fibonacci penta-grid, 24
Fibonacci sequence, 9

approximants, 90
IMS setting, 86
intensity statistics, 86
Klotz construction, 90
periodic average structure, 87



380 Index

QC setting, 81
squared, 14
superstructure, 88

formation of quasicrystals, 322
Fourier spectrum

absolute continuous, 233
pure point (Bragg), 233
singular continuous, 233

γ-gallium, 254
G pattern, 30
Ga-Hf-Ni, 304
Ga-Mg-Zn, 298
Ga-Ni-Sc, 304
Ga-Ni-Si-V, 273
Ga-Ni-Zr, 304
geometrical form factor, 72
golden ratio, 11
golden section, 11
graybox

atomic surfaces, 68
centering in 6D, 177
clusters, 329
crystal definitions, 3
experimental techniques, 194
golden mean τ , 11
nD approach, 62
PAS and dual-grid method, 141
Pisot scaling factor, 35
publication of QC structures, 226
quasicrystal definition, 4
remark, 9
scaling invariance of tilings, 127
Schläfli symbol, 33
silver mean δs, 38
symmetry properties of tilings, 8
triacontahedron, 57

growth model
n-grammal, 250
polysynthetic twinning, 250

Gummelt covering, 28
Gummelt decagon, 28

Harker vectors, 211
HBS tiling, 24, 26
heptagonal quasicrystals, 250

borides, borocarbides and carbides,
252

heptagonal structures, 101

heptagonal tiling
atomic surfaces, 166

hexagon-boat-star tiling (HBS), 24, 26
Ho-Mg-Zn, 257
homometric, 8
hydrodynamic theory, 235
hyperatom, 68, 374
hyperbolic rotation, 83
hypercrystal, 374

icosahedral quasicrystals
surface structures, 310

icosahedral structures, 170
ideal crystal, 374
image seeking minimum function (IMF),

212
imperfect crystal, 374
IMS-setting, 70, 374
inclined netplanes, 324
inflation operation, 8
irrationality

cubic, 8, 31, 107, 162, 249
quadratic, 8, 249

Kelvin polyhedron, 54
kinematical theory, 233
kite and dart tiling (P2), 25
Klotz construction, 90, 374

Labyrinth tiling, 14
lane of tiles, 374
Laue symmetry, 18
least-squares method, 222
linear phason strain, 68
liquid quasicrystals, 360
local isomorphism (LI), 8, 374
local isomorphism class, 66
lock-in transition, 68
low-density elimination (LDE), 216
Lu-Mg-Zn, 257

matching rules, 8, 374
non-local, 9
perfect, 9
strong, 9
weak, 9

maximum entropy method (MEM), 218
metacrystal, 374
Mg-Er-Zn, 302
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Mg-Hf-Zn, 298
Mg-Ho-Zn, 298
Mg-Nd-Zn, 298
Mg-Sc-Zn, 298, 302
Mg-Tb-Zn, 298
Mg-Ti-Zn, 298, 302
Mg-Tm-Zn, 257
Mg-Y-Zn, 257, 292, 298, 339
Mg-Yb-Zn, 302
Mg-Zn-Zr, 298
Mn-Sc-Zn, 302
Mn-Si, 255, 341
multiple diffraction, 208

nD approach, 61
physics, 62

nD embedding, 61
atomic surfaces, 65
canonical, 67, 165
composite structures (CS), 64
cut-and-project method, 67
decagonal structures, 121
dodecagonal structures, 147
Fibonacci sequence, 64, 78
heptagonal structures, 101
IMS-setting, 64
incommensurately modulated

structures (IMS), 64
nD hyperatoms, 65
nD hypercrystal, 65
occupation domains, 65
octagonal structures, 108
Penrose tiling

IMS setting, 134
pentagonal structures, 94
QC-setting, 64
strip-projection, 67
tetrakaidecagonal structures, 155
W matrix, 65

Ni-Cr, 250
Ni-Sc-Zn, 302
Ni-Si-V, 280
Ni-Ti-Zr, 298, 339, 344
Ni-V, 280

oblique projection, 70
occupation domain, 375
octagonal quasicrystals, 254
octagonal structures, 108

octagonal tiling, 13
intensity distribution function, 118

Octonacci sequence, 13
orientational order, 16

P direction, 143, 171
packing, 7, 49, 375

density, 7
polyhedra, 54
polyhedra with cubic symmetry, 54

polyhedra with icosahedral symmetry,
56

paracrystal, 375
parallel space (par-space), 64
parallelepiped, 375
parallelotope, 7, 375
Patterson function (PF), 210

image seeking minimum function
(IMF), 212

symmetry, 211
symmetry minimum function (SMF),

211
Pd-Sc-Zn, 302
Pell numbers, 14, 38, 375
Pell sequence, 13
Penrose local isomorphism (PLI) class,

8, 375
Penrose rhomb tiling (P3), 21
Penrose tiling, 21, 375

approximant, 142
PDS and TDS, 237
structure factor

radial distribution function, 133

pentagon Penrose tiling (P1), 26
pentagonal structures

nD embedding, 94
(4+1)D embedding, 94, 99

perfect crystal, 375
periodic average structure (PAS), 70

Ammann tiling, 180
dodecagonal tiling, 154
Fibonacci sequence, 12
general comment, 169
heptagonal tiling, 167
octagonal tiling, 115
Penrose tiling

IMS setting, 136

QC setting, 138
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pentagon tiling, 145
Thue-Morse sequence, 16

perpendicular space (perp-space), 64
phase transformations, 333

amorphous ⇒ transient QC ⇒ PC,
344

microscopic models, 345
T-lattice, 349

morphotropic, 334
nano-domains, 346
polymorphic, 334
quasicrystal ⇔ crystal, 337

function of irradiation, 341
function of temperature, 338
high-energy ball milling, 343

quasicrystal ⇔ quasicrystal, 334
phason Debye-Waller (DW) factor, 73,

222, 235
phason diffuse scattering (PDS), 222,

235
phason elastic constants, 235
phason flip, 235
phason mode, 235
phononic quasicrystals, 362

Fibonacci sequence, 365, 367
icosahedral, 369
octagonal, 365, 368

photonic quasicrystals, 362
Pisot-Vijayaraghavan (PV) property, 12
Platonic solids, 50
PLI class, 8, 21, 375
point group, 375
point groups

2D quasiperiodic structures, 17
polyhedra, 49

face-transitive, 50
quasiregular, 51
regular, 50
semiregular, 51
vertex-transitive, 50

polymeric quasicrystals, 359, 360
polysynthetic twinning, 250
proteins, 252
Prouhet-Thue-Morse sequence, 15
Pt-Sc-Zn, 302
PV property, 12

QC-setting, 70, 376
QG model

Al-Cu-Fe, 305
B cluster, 306
B′ cluster, 307
M cluster, 305
atomic surfaces, 307
characteristic sections, 307

quasicrystals, 4, 375
1D, 247
2D, 249

decagonal, 256
dodecagonal, 279
heptagonal, 250
octagonal, 254

3D
icosahedral, 291

artificial, 359
generalized, 359
intermetallic, 359
liquid, 360
photonic and phononic, 362
polymeric, 359, 360
soft, 359

R-atlas, 8, 376
random sequence

1D, 16
rational approximant, 68
real crystal, 376
Reflection conditions, 376

decagonal structures, 125
dodecagonal structures, 152
Fibonacci structure, 89
heptagonal structures, 105
icosahedral structures, 175
octagonal structures, 112
pentagonal structures, 98
tetrakaidecagonal structures, 161

Robinson triangle tiling, 25, 28
row of tiles, 376

Sc-Zn, 304
scaling

decagonal structure, 127
dodecagonal structure, 153
Fibonacci sequence, 11, 83
hepatgonal tiling, 31
heptagonal structures, 106
hyperbolic rotation, 129
invariance of tilings, 127



Index 383

octagonal structures, 111
octagonal tiling, 36
Penrose tiling, 23
pentagonal structures, 98
Pisot scaling factor, 35
squared Fibonacci Sequence, 14
tetrakaidecagonal structure, 162
tetrakaidecagonal tiling, 31

Schläfli symbol, 33, 50
self-similarity, 8, 376
silver mean, 14, 38
silver ratio, 14, 38
space group, 376
space groups

2D quasiperiodic structures, 18
spectroscopy, 201
squared Fibonacci Sequence, 14
stabilization of quasicrystals, 324
strip-projection method, 63
structure analysis, 205

auto- or pair correlation function, 210
charge flipping (CF), 215
data collection, 207
direct methods, 214
Ewald construction, 210
goodness of fit (GoF), 223
low-density elimination (LDE), 216
maximum entropy method (MEM),

218
multiple diffraction, 208
Patterson function (PF), 210
publication guidelines, 225
R factor, 223
resolution, 207
structure refinement, 222
Umweganregung, 208

structure factor, 72
2D atomic surfaces, 73
3D atomic surfaces, 74
4D atomic surfaces, 75
Ammann tiling, 177

radial distribution function, 178
decagonal structure, 130
Fibonacci sequence, 84
general formula, 72
octagonal tiling, 118
radial distribution function

Penrose tiling, 133
pentagon tiling, 145

structure refinement, 222
structures, 247

1D quasicrystals, 247
axial quasicrystals, 249
d-Al-Co-Cu, 258

model, 261
d-Al-Co-Ni, 258

model, 263
d-Al-Fe-Ni, 258
decagonal quasicrystals, 256

eight-layer periodicity, 275
six-layer periodicity, 273
surface, 277
two- and four-layer periodicity, 256

dodecagonal quasicrystals, 279
heptagonal quasicrystals, 250

γ-gallium, 254
borides, borocarbides and carbides,

252
icosahedral quasicrystals, 170, 291

Al-Cu-Fe (QG model), 305
Bergman-cluster based (type B),

295
Mackay-cluster based (type A), 294
Tsai-cluster based (type C), 300

octagonal quasicrystals, 254
vacancy ordered phases, 247
W-Al-Co-Ni, 260

substitutional sequences, 9
supertile, 376
surface structures

icosahedral quasicrystals, 310
symmetry

1D quasicrystals, 80
3D decagonal point groups, 125
3D dodecagonal point groups, 152
3D heptagonal point groups, 105
3D heptagonal space groups, 105
3D octagonal point groups, 112
3D pentagonal point groups, 98
3D tetrakaidecagonal point groups,

161
5D decagonal space groups, 125
5D dodecagonal space groups, 152
5D octagonal space groups, 112
5D pentagonal space groups, 98
7D tetrakaidecagonal space groups,

161
Ammann tiling, 174
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axial quasicrystals
point groups, 63
symmetry groups, 62

decagonal structure, 124
dodecagonal structure, 151
heptagonal structures, 104
heptagramma, 34
icosahedral structure, 174
icosahedral structures

3D point groups, 175
6D space groups, 175

octagonal structures, 110
orientational, 8
pentagonal phases, 97
scaling, 8
tetrakaidecagonal structure, 160
tetrakaidecagonal structures, 155

symmetry minimum function (SMF),
211

symmorphic space group, 376

Ta-Te, 250, 280
structure model, 281

temperature factor, 72
terpolymers, 360
tetrakaidecagonal structures, 155, 162
thermal diffuse scattering (TDS), 222,

235
thick atomic layers (TAL), 326
Thue-Morse sequence, 15, 233
tiling, 7, 376

τ2-HBS, 28
2D random, 42
3D Penrose, 43
3D random, 44
Ammann, 43, 170

Ammann-Beenker, 13, 36
Archimedean, 18
binary, 26
DKL, 30
dodecagonal, 38
HBS, 26
heptagonal, 31
hexagon-boat-star tiling (HBS), 24
Labyrinth, 14
octagonal, 13, 36
P1, 26
P2, 25
P3, 21
Penrose, 21
pentagon Penrose, 26
regular, 18
Robinson triangle, 25, 28
semiregular, 18
singular, 16
Socolar, 38
square Fibonacci, 19
tetrakaidecagonal, 31
uniform, 18

triacontahedron, 57

Umweganregung, 208

V -basis, 64
transformation to D-basis, 93

vacancy ordered phases, 247

worm, 376

Yb-Zn, 304

zonohedron, 56, 165


	Crystallographyof Quasicrystals
	Preface

	1 Tilings and Coverings
	1.1 1D Substitutional Sequences
	1.1.1 Fibonacci Sequence (FS)
	1.1.2 Octonacci Sequence
	1.1.3 Squared Fibonacci Sequence
	1.1.4 Thue--Morse Sequence
	1.1.5 1D Random Sequences

	1.2 2D Tilings
	1.2.1 Archimedean Tilings
	1.2.2 Square Fibonacci Tiling
	1.2.3 Penrose Tiling (PT)
	1.2.4 Heptagonal (Tetrakaidecagonal) Tiling
	1.2.5 Octagonal Tiling
	1.2.6 Dodecagonal Tiling
	1.2.7 2D Random Tilings

	1.3 3D Tilings
	1.3.1 3D Penrose Tiling (Ammann Tiling)
	1.3.2 3D Random Tilings

	References

	2 Polyhedra and Packings
	2.1 Convex Uniform Polyhedra
	2.2 Packings of Uniform Polyhedra with Cubic Symmetry
	2.3 Packings and Coverings of Polyhedra with Icosahedral Symmetry

	3 Higher-Dimensional Approach
	3.1 nD Direct and Reciprocal Space Embedding
	3.2 Rational Approximants
	3.3 Periodic Average Structure (PAS)
	3.4 Structure Factor
	3.4.1 General Formulae
	3.4.2 Calculation of the Geometrical Form Factor

	3.5 1D Quasiperiodic Structures 
	3.5.1 Reciprocal Space
	3.5.2 Symmetry
	3.5.3 Example: Fibonacci Structure

	3.6 2D Quasiperiodic Structures 
	3.6.1 Pentagonal Structures
	3.6.2 Heptagonal Structures
	3.6.3 Octagonal Structures
	3.6.4 Decagonal Structures
	3.6.5 Dodecagonal Structures
	3.6.6 Tetrakaidecagonal Structures 

	3.7 3D Quasiperiodic Structures with Icosahedral Symmetry
	3.7.1 Reciprocal Space
	3.7.2 Symmetry
	3.7.3 Example: Ammann Tiling (AT)

	References

	4 Experimental Techniques
	4.1 Electron Microscopy
	4.2 Diffraction Methods
	4.3 Spectroscopy
	References

	5 Structure Analysis
	5.1 Data Collection Strategy
	5.2 Multiple Diffraction (Umweganregung)
	5.3 Patterson Methods
	5.4 Statistical Direct Methods
	5.5 Charge Flipping Method (CF)
	5.6 Low-Density Elimination
	5.7 Maximum Entropy Method
	5.8 Structure Refinement
	5.9 Crystallographic Data for Publication
	References

	6 Diffuse Scattering and Disorder
	6.1 Phasonic Diffuse Scattering (PDS) on the Example of the Penrose Rhomb Tiling
	6.2 Diffuse Scattering as a Function of Temperatureon the Example of d-Al--Co--Ni
	References

	7 Structures with 1D Quasiperiodicity
	References

	8 Structures with 2D Quasiperiodicity
	8.1 Heptagonal Phases
	8.1.1 Approximants: Borides, Borocarbides, and Carbides
	8.1.2 Approximants: -Gallium

	8.2 Octagonal Phases
	8.3 Decagonal Phases
	8.3.1 Two-Layer and Four-Layer Periodicity
	8.3.2 Six-Layer Periodicity
	8.3.3 Eight-Layer Periodicity
	8.3.4 Surface Structures of Decagonal Phases

	8.4 Dodecagonal Phases
	References

	9 Structures with 3D Quasiperiodicity
	9.1 Mackay-Cluster Based Icosahedral Phases (Type A)
	9.2 Bergman-Cluster Based Icosahedral Phases (Type B)
	9.3 Tsai-Cluster-Based Icosahedral Phases (Type C)
	9.4 Example: Icosahedral Al--Cu--Fe
	9.5 Surface Structures of Icosahedral Phases
	References

	10 Phase Formation and Stability
	10.1 Formation of Quasicrystals
	10.2 Stabilization of Quasicrystals
	10.3 Clusters
	10.4 Phase Transformations of Quasicrystals
	10.4.1 Quasicrystal  Quasicrystal Transition
	10.4.2 Quasicrystal  Crystal Transformation
	10.4.3 Microscopic Models

	References

	11 Generalized Quasiperiodic Structures
	11.1 Soft Quasicrystals
	11.2 Photonic and Phononic Quasicrystals
	11.2.1 Interactions with Classical Waves
	11.2.2 Examples: 1D, 2D and 3D Phononic Quasicrystals

	References

	Glossary
	Index

